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a  b  s  t  r  a  c  t

Medical  ultrasound  imaging  uses  pulsed  acoustic  waves  that are  transmitted  and  received  by  a  hand-held
transducer.  This  is  a  mature  technology  that  it is  widely  used  around  the  world.  Among  its advantages
are  that  it  is  cost-effective,  flexible,  and  does  not  require  ionizing  radiation.  However,  the  image  quality  is
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affected by  degradation  of ultrasound  signals  when  propagating  through  biological  tissues.  Many  efforts
have  been  done  in  the  last  three  decades  to improve  the  quality  of the  images.  This  paper  reviews  some
of  the  most  important  methods  for ultrasound  enhancement.  We  classified  these  techniques  into  two
groups:  preprocessing  and  post-processing,  analyzed  their  benefits  and  limitations,  and  presented  our
beliefs about  where  ultrasound  research  could  be directed  to,  in  order  to improve  its  effectiveness  and
broaden  its  applications.
© 2012 Elsevier Ltd. All rights reserved.
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. Introduction

Ultrasound is a widely used medical imaging modality. Key
pplications include cardiology, urology, obstetrics and gynecol-
gy, general abdominal imaging, vascular imaging, and it can be
sed as a guide in surgical procedures. Outside the United States,
nd especially in developing countries, ultrasound is the most
ommon diagnostic imaging technique after radiography. In the
nited States, ultrasound is broadly used by physicians although

adiologists often prefer other high technology modalities such as
omputed tomography (CT) and magnetic resonance imaging (MRI)
1,2].

Commercially available ultrasound scanners generate the
mages under the principle of echo imaging. Pulsed acoustic waves

ith frequencies ranging from 1 to 20 MHz  are transmitted into
he body using a hand-held transducer. After interacting with tis-
ues, some of the transmitted energy returns to the transducer to be
etected by the instrument. The principles of echo localization were
rst applied for medical purposes in the early 1950s and advances

n technology in the last decades have increased the usefulness of
ltrasound. Some of the advantages of ultrasound are:

It is inexpensive compared to other modalities such as CT and
MRI.
It is compact and portable.
It works in real-time.
The transducer is small and easily manipulable.
It is noninvasive.
It does not require ionizing radiation.

The main drawback of ultrasound is its limited penetration.
ound waves cannot pass through bone or air, and this restricts
he use of ultrasound in the brain, lungs and the abdominal region.
n addition to that, it is very difficult to obtain diagnostic images
n patients that are overweight. Other limitation of ultrasound is
hat its usefulness depends on the skill of the technician or physi-
ian performing the examination. As ultrasound images are not
omplete tomographic slices, lack of context make them harder to
ead, and the results are often difficult to reproduce. In other tech-
ologies such as CT and MRI, the slice axes are typically generated
erpendicular to the longitudinal axis of the body, so they can be
onsidered more objective and reproducible [1].

Image quality is a key aspect to consider, and the focus of this
aper. Ultrasound images are affected by many types of artifacts,
aking it hard for an observer to interpret the images and obtain

uantitative information from them. Despite of the limitations
f ultrasound, it is still the most safe and cost-effective imaging
odality in many applications, so many efforts have been done

o make the images more valuable. The purpose of this paper is
o provide an overview of the techniques for ultrasound image
nhancement.

Ultrasound enhancement methods can be classified in two
ain groups: preprocessing and post-processing techniques. Pre-

rocessing techniques deal with image degradation related to
he physical properties of the signals involved (coherence, band-

idth, nonlinear propagation, attenuation, absorption, etc.), and

onsist of modifications in the signal generation and/or image
cquisition stages. Examples of this category include spatial and
requency compounding, harmonic imaging, and pulse inversion.
. . . . . .  .  . .  . . .  .  . .  .  . . . .  .  .  . . . .  . . .  .  . . . .  .  . . .  .  . . . . . .  . . . . . . . .  . . .  . . .  . .  .  . .  .  . .  . . . .  .  . . 427

Post-processing algorithms, on the other hand, use signal pro-
cessing techniques to enhance the images after they have been
captured. Filtering and deconvolution are two examples of these
techniques.

It is important to mention that the foundation of image quality
improvement is on the evolution of the technology of ultra-
sound scanners: transducer materials and construction, electronics
for signal generation, acquisition and visualization, computa-
tional capability and digital processing, etc. These topics were not
included in this review, but further information can be found in
[3–5]. The rest of the paper is organized as follows: Section 2 dis-
cusses the image formation and the main artifacts that affect its
quality. Sections 3 and 4 review some of the most common prepro-
cessing and post-processing enhancement techniques, and Section
5 concludes the paper.

2. Background

2.1. Image formation

Ultrasound provides a noninvasive technique for imaging
human anatomy. In medical ultrasound, a pulsed wave p(t) excites
a piezoelectric transducer and an acoustic wave is sent through the
patient’s body. When the wavefront hits a discontinuity, scattered
waves are produced. These echoes are detected by the same trans-
ducer, processed and displayed. If tissues are modeled as arrays of
isotropic scatterers having a reflectivity R(x, y, z), and for ultrasound
waves propagating in the z direction, the resultant processed signal
e(t) can be written [6]

e (t) = K

∣∣∣∣
∫ ∫ ∫

e−2˛z

z
R (x, y, z) s (x, y) p̃

(
t − 2z

c

)
dx dy dz

∣∣∣∣ (1)

where K is a normalizing constant, e−2˛z is the attenuation in the
tissue through the roundtrip distance of 2z, s(x, y) is the trans-
ducer field pattern, and p̃(t − 2z/c) is the received pulse delayed
by the roundtrip time 2z/c. It is assumed that the extent of the
transducer’s face is very large compared to the wavelength of the
propagating wave, and s(x, y) is constant over the transducer face
and zero elsewhere. Thus, p̃(t) is the convolution of the transmit-
ted pulse p(t) with the impulse responses of the transducer and
the filters in the processor. The absolute value in Eq. (1) represents
the envelope detection, and the factor 1/z  is the loss of amplitude
due to diffraction spreading from each scatterer. The signal pro-
cessor includes a system of time-varying gain to compensate for
attenuation, therefore, Eq. (1) can be simplified as follows

ec (t) = K

∣∣∣∣
∫ ∫ ∫

R (x, y, z) s (x, y) p̃e
(
t − 2z

c

)
ej2�f0(2z/c) dx dy dz

∣∣∣∣
(2)

In Eq. (2),  the pulse was expressed as the product of an envelope
function and a radio frequency (RF) signal with center frequency f0.

The signal ec(t) is called the A-mode signal and it is used directly
in the formation of B-mode images. Commercially available ultra-
sound scanners do not typically display the true amplitude of the
envelope signal because of its large dynamic range. The signal is
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Fig. 2. Variability of the PSF in the axial direction. To simulate point targets, a wire
phantom was  built using 0.1 mm diameter nylon thread. The image was acquired
ig. 1. An ultrasound transducer and the three directions that define ultrasound
esolution.

ogarithmically compressed before being displayed, and this pro-
ess can be modeled as follows

 = D ln (A) + G (3)

here A is the detected A-mode signal, D is related to the dynamic
ange of the input and G to the gain of the compressor. The signal
c(t) can be thought of as an estimate of the reflectivity function as

 function of spatial location [7]

ˆ (x, y, z) = ec

(
2z
c

; x, y
)

(4)

Therefore, the resulting expression for the reflectivity using con-
olutional form is

ˆ (x, y, z) = K
∣∣∣R (x, y, z) ej2kz ∗ s (−x, −y) p̃e

(
2z
c

)∣∣∣ (5)

here k = 2�f0/c.

.2. Point spread function (PSF)

The PSF of an imaging device is the response of the system to an
deal point target. It is a 3D shape and is also known as the resolution
ell of the system. The PSF is caused by diffraction spreading of the
ltrasound signals that results in blurred images. The resolution in
ltrasound can be analyzed using Eq. (5).  If the exponential term

s ignored, the estimated reflectivity can be modeled as the true
eflectivity convolved with the PSF, given by the product of the
ransducer field shape and the pulse [7].

Fig. 1 shows the diagram of a transducer and the three direc-
ions used to define ultrasound resolution. The axial direction is
he direction of propagation of the sound waves. The lateral and
levational (out of plane) directions are associated to the width
nd height of the transducer’s face respectively.

Ultrasound resolution is not isotropic. Axial resolution is
pproximately half the pulse length, and is relatively constant with
epth. On the other hand, lateral resolution is equal to the beam
idth in the image plane and varies with depth being optimum in

he focal region of the transducer. As the shape of the PSF depends
n the reflector’s distance to the focus, the imaging system is shift
ariant along the axial direction but shift invariant along the lat-
ral and elevational directions [8].  This lateral and elevational shift
nvariance only holds when scanning in a rectilinear fashion and
nder the assumption of weak scattering. Fig. 2 shows the varia-

ion of the PSF in the axial direction. As the pulse width is generally
arger than the pulse length, axial resolution is better than lateral
esolution. The transmit-receive aperture width is much smaller in
he elevational direction than in the lateral direction. Consequently,
with the GE RT 3200 scanner (GE Healthcare, Milwaukee, WI)  using a 7.5 MHz linear
transducer. The transducer is located in the top of the image, and the focal distance
is  27 mm.

resolution in the elevational direction is the worst and the PSF has
sidelobes of higher amplitude [8].

2.3. Artifacts of ultrasound images

Ultrasound images have in general low signal to noise ratio
(SNR) and there are three main reasons for that. First, ultrasound
scanners use pulsed signals that have short duration in time and
therefore a broad spectrum in frequency domain. As a result, the
signals can be affected by multiple noise sources. Second, the coher-
ent nature of the signals gives rise to speckle noise. And third,
sound waves are highly distorted when traveling through the tis-
sues. Consequently, ultrasound images have many types of artifacts
that affect their quality. Examples of artifacts are presented in
Figs. 3 and 4. These images were acquired with the GE RT 3200
scanner using a 7.5 MHz  linear transducer. Fig. 3 shows the image
of a breast phantom (Model BB-1, ATS laboratories, Bridgeport, CT)
within a water tank, and Fig. 4 shows the image of a hypo-echoic
mass in a contrast phantom (Model 531, ATS laboratories, Bridge-
port, CT), and the image of a metallic pin within a water tank. The
artifacts observed in these images distort the shape and texture of
the structures and obscure their details. Below there is a description
of the most common ultrasound artifacts. We  have classified them
into three groups: wave propagation artifacts, attenuation artifacts
and speed of sound artifacts.

2.3.1. Wave propagation artifacts
Speckle

Speckle occurs when scanning targets below the pulse resolu-
tion, and results from the accumulation of independently-phased
wavefronts. This phenomena can be described geometrically as a
random walk of component phasors [9,10].  Scattering from targets
within the resolution cell undergo constructive and destructive
interference that results in intensity fluctuations in the image,
and degrades its quality (Fig. 3). Speckle is represented by the
exponential term in Eq. (5) [7].

The statistics of speckle vary according to the physical proper-
ties of the structures being imaged. When there is a large number

of scatterers within the resolution cell (Ns > 10), it can be assumed,
under the central limit theorem, that the real and imaginary com-
ponents of the phasors are normally distributed. Therefore, the
magnitude of the scattered field follows the Rayleigh probability
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Fig. 3. Image of a breast phantom where several artifacts are apparent. The enclosed
r
s

Refraction occurs when there is a change in direction of the ultra-

F
T

egions show examples of artifacts. Top: reververations. Middle: speckle. Bottom:
hadowing.

density function and the phase is uniformly distributed between
0 and 2� [11]. This is the case of fully developed speckle and
has a constant SNR equal to 1.92. Partially and fully structured
regions have different speckle patterns that have been modeled
with the Rician and K-distributions [10,12]. Logarithmic compres-
sion changes the statistics of speckle, so previous works have used
the extreme value distribution [13], and the Gaussian distribution
[14] to model speckle in logarithmically compressed images.
Reverberations

Reverberations are multiple reflections that occur when two or
more reflectors are located in the sound path [15]. Reverberations
are seen as additional parallel bright lines with separation equal
to the separation of the real reflectors (Fig. 3).
Comet tail

Certain reflectors produce series of closely spaced discrete
echoes. This artifact is known as comet tail and it is a form of

reverberation. Later echoes may  have decreased amplitude due
to attenuation, and this reduction in amplitude is displayed as a
decreased width [16] (Fig. 4).
Ring down

ig. 4. Left: image of a hypo-echoic mass in a contrast phantom. The focal region has inc
he  comet tail and side lobe artifacts can be seen inside the rectangles. The comet tail app
rocessing and Control 7 (2012) 419– 428

The ring down artifact occurs when short-range reverberations
are resonant. Discrete echoes cannot be identified because they
are too close together. As a result, a continuous sound wave is
transmitted back to the transducer [15].
Side lobes

Side lobes consist of multiple sound beams of less intensity that
occur outside the main beam. They can create detectable echoes
from strong reflectors situated off the central axis of the main beam
[17] (Fig. 4).
Mirror image

In presence of a strong reflective interface, sound waves bounce
off the reflector, and then, in presence of an structure, bounce back
to the reflector before returning to the transducer to be detected.
The scanner assumes a straight line path of the signal and places
a duplicate of the structures behind the reflector [15,16].

2.3.2. Attenuation artifacts
Acoustic shadowing

Acoustic shadowing is the reduced intensity of echoes caused
by intervening structures with high attenuation (Fig. 3). When an
object is shown brightly, it indicates strong reflection and likely
high absorption. Therefore, the sound waves passing through it
turn to be weaker. This results in dark presentation of tissues dis-
tal to the object [15]. Shadowing is commonly seen in bones and
all types of calcifications, and where there is a large impedance
mismatch between two tissues, such as gas and soft tissues.
Enhancement

In the focal region there is an increased intensity of the ultra-
sound signal, and the structures appear brighter. This artifact
is known as focal enhancement, and is shown in Fig. 4. Distal
enhancement, on the other hand, is the relative increase of echoes
caused by an intervening structure of low attenuation, i.e. the scan-
ner assumes that the attenuation in the propagation path is higher
than it really is [15].

2.3.3. Speed of sound artifacts
Speed of sound errors

Ultrasound scanners assume a constant value for the speed of
sound in tissues (1540 m/s) to generate the B-mode images. There-
fore, changes in speed of sound inside the tissues distort the
appearance, shape and size of the structures being imaged [15].
Refraction
sound beam as it crosses a boundary of two  regions with different
speed of sound. It can cause errors in the lateral positioning of the
structures [15].

reased brightness and contrast. Right: image of a metallic pin within a water tank.
ears below the pin and the side lobe on the right.
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. Preprocessing enhancement techniques

Preprocessing techniques attempt to shape the ultrasound field
o compensate for known degradations due to tissue proper-
ies. They consist of modifications in the signal generation and/or
cquisition stages. Examples of these techniques include modern
eamforming, compounding, harmonic imaging, and pulse inver-
ion. The purpose of modern beamforming techniques is to model
he ultrasound beam for improved propagation in order to reduce
rtifacts, and overcome trade-offs such as resolution/penetration,
nd contrast/resolution. Compounding combines multiple images
o produce a higher quality image. Harmonic imaging and pulse
nversion are two techniques that were developed for contrast
maging. Harmonic imaging refers to the use of the harmonic com-
onents that are generated when the sound waves travel through
he tissues. Pulse inversion, on the other hand, analyzes the differ-
nces between two received echoes resulting from the consecutive
ransmission of an ultrasound wave and its inverted replica.

.1. Modern beamforming techniques

Beamforming techniques have evolved to generate ultrasound
eams whose propagation is less affected by tissue inhomo-
eneities. They can reduce artifacts such as side-lobes and speed
f sound errors, and can improve penetration without sacrificing
esolution. Examples of modern beamforming techniques include
ynamically focused transmission and reception, apodization, lim-

ted diffraction beams, and pulse compression.

.1.1. Dynamically focused transmission and reception
Dynamically focused reception consists of sweeping the focus

f an array transducer along the beam by changing the time delays
ssociated with the active transducer elements, so that echoes from
ll depths are always in focus. This technique allows an increased
epth of field without reducing lateral resolution [18]. The change
f focal length can be done electronically in real-time, so the frame
ate is not affected. Dynamically focused transmission, on the other
and, constructs the image with a montage process, where images
btained with different transmission focal lengths are cut around
he focus and mounted together. In this case the frame rate is
educed. Dynamic focusing in both transmission and reception
llows improved lateral resolution and reduced side lobes [18].

 different approach called synthetic aperture was  proposed by
ensen et al. [19]. In this method, a set of low resolution images are
reated by exciting a single element in the transducer at a time and
cquiring the echoes from all elements. Focusing is performed in
eception and a high resolution image is reconstructed by combin-
ng the low resolution images. The results show improved contrast,
esolution and depth of field.

.1.2. Apodization
The weights of individual samples in finite duration signals can

e adjusted to obtain desirable characteristics in frequency domain
uch as a narrow main lobe and reduced side lobes. This is a clas-
ic problem in signal processing for the design of finite impulse
esponse (FIR) filters. Ultrasound scanners use aperture weigh-
ng functions to improve resolution and reduce side lobes, and
his technique is called apodization. Some works on ultrasound
podization are mentioned next. Mandersson and Salomonsson
20] proposed a weighted least-squares filter to decrease the dura-
ion of ultrasound echoes with the purpose of increasing resolution.
ilkening et al. [21] designed optimal FIR filters to improve con-
rast in contrast agent imaging. Finally, Guenther and Walker [22]
sed constrained least-squares techniques to describe the sys-
em PSF as a function of the aperture weightings. This method
ocessing and Control 7 (2012) 419– 428 423

can achieve optimal contrast by designing mathematically optimal
aperture weights for a given system.

3.1.3. Limited diffraction beams
Limited diffraction beams are solutions to the wave equation

that produce beams with a large depth of field and an approximate
depth-independence property. Examples of limited diffraction
beams are the Bessel beams and the X waves [18]. The downside
of these beams is that they produce very large side lobes, what can
reduce image contrast.

3.1.4. Pulse compression
Ultrasound imaging traditionally involves the transmission of

a brief pulse with a constant central frequency, what results in
a trade-off between resolution and penetration. Pulse compres-
sion is a different approach where the transmitted pulse has longer
duration and lower amplitude than the traditional pulse, and its fre-
quency is either swept so that it is a chirp, or it is modulated using
linear on nonlinear frequency modulation (FM), or a binary code.
Pulse compression increases SNR by selecting appropriate coding,
what results in improved penetration with good resolution. The
decoding filter compresses the code energy into a short time inter-
val, and it is usually implemented with a matched filter, for optimal
detection SNR [23–26].

3.2. Compounding

Compounding is an approach that combines images acquired
from different angles or aperture positions, or using multiple fre-
quencies, with the purpose of reducing artifacts and improving
resolution. Speckle is averaged out when images that have uncor-
related or partially correlated speckle patterns are combined. If N
images are used in the reconstruction, the reduction in speckle is of
the order of

√
N when the images are statistically independent [11].

Fig. 5 shows the simulated image of a cyst phantom obtained with
the software Field II [27,28],  and the resultant image after averaging
10 independent images [29]. SNR in the background was improved
about 3 times, what is closed to the maximum expected improve-
ment when combining 10 independent images (

√
10 = 3.16). The

improvement in SNR is lower than
√
N when the images are corre-

lated [30]. However, some works have demonstrated that by using
weighted averaging, it is possible to get the maximum improve-
ment with partially correlated images [31,32].

Resolution can be improved by compounding because by com-
bining images taken from different angles, the PSF becomes more
isotropic and uniform across the image. With respect to artifacts,
shadowing can be reduced because structures that are obscured
by high reflectors appear when the ultrasound beam comes from a
different direction. There are three main types of compounding:
spatial compounding, frequency compounding and strain com-
pounding. Below there is an explanation of each technique.

3.2.1. Spatial compounding
There are several approaches for spatial compounding. The

ultrasound beam can be electronically steered to several angles
and the images taken from these angles are then combined [33,34].
The transducer or the sample can be rotated to acquire the images
from multiple angles, and they are registered (aligned) before
compounded. The images can also be acquired by displacing the
transducer laterally [35,29] or using a combination of lateral and
angular displacements [36].
Bashford and Morse [32], Hansen et al. [37] and Macione et al.
[38] developed custom designed mechanical systems to rotate the
transducer and acquire the images. These systems hold the trans-
ducer in one horizontal plane and rotate it 360◦ around the sample.
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ig. 5. Illustration of the improvement of SNR by compounding. Left: simulated ima
ere  generated using 100,000 point scatterers randomly distributed within the fiel

patial compounding can also be applied in the elevational direc-
ion. If a 2D array is available, partially correlated measurements
an be obtained by steering the image plane elevationally with
mall inclinations as proposed by Pai Chi and ODonnell [39]. The
ain drawback of these techniques is the reduction in the frame

ate due to the need for multiple images. A solution to this problem
as proposed by Behar et al. [40]. They developed a system with

hree transducers: a central transducer that performs as transmit-
er and receiver and two lateral unfocused piston transducers that
erform only as receivers. This system allows spatial compounding
ithout reducing the frame rate. A later publication of this group

41] uses filtering on the compound images to further improve their
uality.

Even though the most common method of combining the images
s averaging, there are other operators that have been studied. Wil-
jelm et al. [42] analyzed the results of compounding images using
ix different operators: mean, median, mean excluding maximum
mem), root mean square (rms), geometric mean (geomean) and

aximum. The results show that for the mean operator, the SNR
nd contrast increased with increasing number of images. The rms
nd geomean operators showed reduced improvement in SNR and
ontrast, relative to the mean operator. The median and mem  pro-
ided differently looking images and good improvements in SNR
nd contrast. Finally, Macione et al. [38] proposed a nonlinear com-
ound technique that consists on the multiplication of pairs of
omponent images followed by the summation of products.

.2.2. Frequency compounding
Frequency compounding combines images acquired using mul-

iple frequencies. It can be applied on transmit mode by using
ultiple sources at different frequencies [43–46] or on receive
ode by dividing the spectrum of the RF echoes into sub-bands

o make separate images [47,48].  Early works on frequency com-
ounding noticed that when having a fixed bandwidth system, the
eduction in speckle was at the price of axial resolution and over-
ll image quality [44]. Recent works have tried to overcome this
imitation by increasing the effective bandwidth of the system.
antas and Costa [48] proposed a bank of wideband 2D directive
lters, based on modified Gabor functions. Each filter is applied
o the 2D RF data. By compounding the filters’ outputs, speckle is

educed and the structure information is enhanced. Sanchez et al.
49] proposed a combination of frequency compounding with the
oded excitation and pulse-compression technique called resolu-
ion enhancement compression (REC). Using REC the bandwidth
a cyst phantom. Right: compound image using 10 independent images. The images

and axial resolution of the system was  doubled and frequency com-
pounding used this larger available bandwidth to improve image
contrast. Chang et al. [46] used a concentric annular type high-
frequency dual element transducer to broaden the bandwidth. The
transducer elements operated at 20 and 40-MHz and the results
showed that the image SNR could be increased with a small reduc-
tion in axial resolution.

3.2.3. Strain compounding
Strain compounding was  proposed by Li and Chen [50]. In this

approach different strain states are created using external forces
that produce three dimensional tissue motion. If only lateral and
axial movements are corrected, the images acquired have differ-
ent speckle appearance caused by the out of plane motion. These
images can be combined to improve SNR.

3.3. Harmonic imaging

As mentioned before, ultrasound signals are distorted when
traveling through the tissues. This distortion is nonlinear and as a
result, harmonic components of the transmitted fundamental fre-
quency are generated. Harmonic imaging uses those harmonics to
form the image. It has been observed that the beam formed using
the second harmonic is narrower and has lower side-lobes than the
fundamental in homogeneous beam propagation [51,52]. Addition-
ally, since harmonics are generated inside the body, the signal only
has to pass through the fat layer once, so it is less affected by arti-
facts. Therefore, images generated with harmonics can potentially
have better spatial and contrast resolution.

The use of harmonic components in acoustic imaging has been
studied since the 1960s. Some of the first applications were in
underwater acoustic imaging (sonar) and in acoustic microscopy
[53]. The use of harmonics in medical ultrasound was proposed by
Muir and Carstensen [54], and later on by Ward et al. [55]. Their goal
was to improve lateral resolution, but those approaches were not
used in commercial devices. The first ultrasound systems that used
harmonic imaging were designed with the purpose of detecting
harmonics generated by contrast agents. In 1994, De Jong et al. [56]
studied the nonlinear movements of contrast microspheres within
an acoustic field. This nonlinear behavior gives rise to harmonic

components in the ultrasound backscattered signal. The bandwidth
of the transducers had been previously increased to improve res-
olution, so it was possible to use that wide bandwidth to detect
the second harmonic component. Later on, it was noticed that
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ig. 6. The imaging system can be modeled as a linear space-variant system. The
nput is the spatial distribution of the structures under study and the output is the
ltrasound image.

armonics were generated by the tissues even without the use of
ontrast agents. At present, harmonic imaging is available in many
ltrasound scanners and it is used in several fields such as breast

maging, abdominal imaging and echocardiography.

.4. Pulse inversion

The application of harmonic imaging involves a trade-off
etween resolution and contrast. To increase contrast, the transmit
nd receive bandwidths must be narrowed, what reduces resolu-
ion. Pulse inversion is an approach that was also developed for
ontrast imaging, and attempts to overcome the limitations of har-
onic imaging [57]. It consists on the transmission of an ultrasound

eam followed by its inverted replica, and the analysis of their
esponses. In a linear medium, the sum of the echoes is equal to
ero, but in the presence of a nonlinear medium, such as bubbles
n contrast agents, the difference is related to the degree of nonlin-
arity. Pulse inversion can function on the entire bandwidth of the
eceived signal, and as a result, offers improved resolution [57,58].

. Post-processing enhancement techniques

Post-processing techniques use signal processing algorithms to
mprove the quality of ultrasound images after they have been gen-
rated and digitized. These techniques can reduce noise, enhance
dges and improve contrast, what facilitates the interpretation of
he images. Enhancement techniques can also be applied as a first
tep to automatic analysis, and they can make tasks such as seg-
entation, and quantitative measurements for characterization

nd identification, viable and more accurate. Segmentation and
uantitative analysis techniques are not covered in this review,
owever, further information can be found in the following ref-
rences. Thijssen [59] analyzed the speckle formation and filtering
echniques, and presented basic aspects of ultrasonic tissue charac-
erization. Noble and Boukerroui [60] did a comprehensive analysis
f the techniques and applications of ultrasound image segmenta-
ion.

Ultrasound images can be modeled as the output of a linear
pace-variant system as seen in Fig. 6. The input r(x, y) is the spa-
ial distribution of the structures under study that is estimated by

easuring the backscattered signal. The impulse response h(x, y)
epresents the PSF of the system and the output can be written as
ollows:

(x, y) =
∫ ∫

h(x, y; �, �)r(�, �) d� d� (6)

Due to the space variance of ultrasound, the standard con-
olution in two dimensions cannot be used directly to compute
he output of the system, and linear space-invariant processing
echniques are often not effective. Therefore, ultrasound enhance-
ent methods usually include nonlinear, adaptive or multiscale
lgorithms. There are two main post-processing techniques for
ltrasound images: filtering and deconvolution. The main purpose
f filtering is to improve the SNR of the images. Deconvolution on
ocessing and Control 7 (2012) 419– 428 425

the other hand, is used to improve the resolution. These techniques
are explained next.

4.1. Filtering

Noise in ultrasound can be modeled as the combined effect
of two  components: one additive (such as electronic and ther-
mal  noise) and other multiplicative (speckle), and the statistics
of speckle vary according to the scatterers distribution in the tis-
sues. Therefore, filtering algorithms should be able to adjust to
the noise properties across the image. Ultrasound filtering tech-
niques include adaptive filters based on local statistics, anisotropic
diffusion and wavelets.

4.1.1. Adaptive filters
Statistical adaptive filters are basically smoothing filters

designed so that regions within the image that closely resemble
the statistics of speckle are replaced by a local mean value, while
regions with properties that are least similar to speckle are kept
unaltered. The filter’s output is computed as follows

f = g + k(g − g) (7)

where g is the mean value within the filter window and k is the
adaptive filter coefficient that is calculated based on local statistics.
The first works on statistical adaptive filters to remove speckle were
published in the 1980s. These filters were designed for synthetic
aperture radar (SAR) images but are used for ultrasound images as
well. Two  of these works are the filters by Lee [61] and Frost et al.
[62]. Lee used the minimum mean square error (MMSE) approach
to design filters for additive noise, multiplicative noise and a com-
bination of the two. In the case of multiplicative noise, a linear
approximation was used to produce the filtering algorithm and the
output was  estimated based on the local mean and variance. The
Frost filter uses an exponentially damped convolution kernel that
adapts to the image features and is calculated based on local statis-
tics. Other statistical adaptive filters for ultrasound images are the
Bamber and Daft [63], the Dutt and Greenleaf [12], and the Chen
et al. [64] filters. The first two  filters use the local mean and vari-
ance to quantify the extent of speckle formation. The last one selects
a region size by estimating a homogeneity value for region growth.
Then, homogeneous regions are processed with an arithmetic mean
filter, and edge pixels are filtered using a nonlinear median filter.

4.1.2. Anisotropic diffusion
The diffusion equation is a partial differential equation (PDE)

that describes the spread of particles from regions of higher con-
centration to regions of lower concentration. A linear version of
the diffusion equation is used to describe the distribution of heat
in a region over time. In 1990, Perona and Malik [65] proposed
the anisotropic diffusion as a generalization of the diffusion equa-
tion to reduce noise in images by smoothing in homogeneous
regions without blurring the edges. Later on, Yongjian and Acton
[66] analyzed the statistical methods for speckle suppression and
Perona and Malik’s anisotropic diffusion and developed the speckle
reducing anisotropic diffusion method (SRAD). Yongjian and Acton
noticed that Eq. (7) can be written as

f = g + (1 − k)(g − g)
= g + c(g − g)

(8)

The term (g − g) can be expressed as an approximation of the

Laplacian operator div(� g) as in the heat equation, then

∂g
∂t

= c · div(�g) (9)
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Eq. (9) is the PDE that describes the isotropic diffusion phe-
omenon. The anisotropic diffusion equation can be obtained if c is

ncluded inside the divergence operator

∂g
∂t

= div(c�g) = c · div(�g) + �c · �g (10)

The parameter c is the diffusion coefficient. It is defined as a
unction of the local gradient magnitude in the image. This method
rovides intra-region smoothing and edge preservation in images
orrupted by additive noise. The SRAD method, on the other hand,
as designed to filter images corrupted by multiplicative noise.

he SRAD equation can be enunciated as follows. Given an image
0(x, y) having finite power and no zero values, the output image is
volved according to the following PDE [66]

∂g(x, y; t)
∂t

= div(c(q)�g(x, y; t))

g(x, y; 0) = g0(x, y)
(11)

here c(q) is the diffusion coefficient and q(x, y ; t) is the instan-
aneous coefficient of variation. q(x, y ; t) is a function of the local
radient magnitude and Laplacian operators and acts like an edge
etector. The SRAD approach applies isotropic diffusion in homoge-
eous regions to reduce speckle, and enhances edges by inhibiting
iffusion across edges and allowing diffusion on either side of the
dge. In 2007, Krissian et al. [67] proposed the oriented speckle
nisotropic diffusion (OSRAD) that extends the SRAD approach to

 matrix anisotropic diffusion, allowing different levels of filtering
cross the image contours and in the principal curvature directions.

.1.3. Wavelets
The wavelet transform is a method that decomposes a signal into

he linear combination of shifted and scaled versions of a mother
avelet. Because it is a multi-resolution approach, it provides a

epresentation of the signal with very good time and frequency
ocalization. Wavelets have been used in image compression, seg-

entation and noise reduction.
The wavelet transform of a signal f(x) is given by

W (a, b) = 1√
a

∫ ∞

−∞
f (x) 

(
x − b

a

)
dx (12)

here  (x) is the mother wavelet, a > 0 is the scale number and
 is the translation parameter. Filtering in the wavelet domain
an be done by setting to zero the coefficients that correspond
o noise and keeping the coefficients that contain information of
he features of the image. This method is called wavelet shrinkage
nd uses a threshold to determine which coefficients need to be
emoved. There are two types of thresholding: hard and soft. Hard
hresholding eliminates the coefficients that are smaller than the
hreshold and leaves the other ones unchanged. On the other hand,
oft thresholding shrinks the remaining coefficients towards zero.

Wavelet shrinkage is effective to reduce additive noise on
mages. For images affected by multiplicative noise, Guo et al.
68] proposed an approach that consists in thresholding the
avelet coefficients of the logarithmically transformed image.

ince logarithm is a homomorphic transform, multiplicative noise
s converted into additive noise. Guo et al. used the length-4
aubechies wavelet which provides good results in speckle sup-
ression while preserving resolution.

Several research groups have investigated the best threshold-
ng rule for ultrasound images. Zong et al. [69] studied hard- and
oft-thresholding methods and developed a combined approach

o reduce speckle and enhance image features. They used loga-
ithmically transformed images to calculate the wavelet transform.
hen, they applied soft thresholding at fine scales to remove noise,
nd nonlinear contrast stretching followed by hard thresholding
rocessing and Control 7 (2012) 419– 428

at middle levels to preserve features and remove small noise per-
turbations. Gupta et al. [70] used a Bayesian formulation to find
the optimum threshold for wavelet shrinkage. They based their
work on the observation that the wavelet coefficients in a sub-
band of logarithmically transformed images can be modeled using
the generalized Gaussian distribution. The optimum threshold was
estimated by minimizing the Bayes’ risk function. The resultant
threshold is given by the ratio of the sub-band’s standard deviation
to the noise’s variance multiplied by a proportionality constant that
depends on the size of the sub-band. Finally, a different approach
was proposed by Yong et al. [71]. They developed an algorithm
where speckle is iteratively filtered by the nonlinear diffusivity
function on the wavelet coefficients.

4.2. Deconvolution

Deconvolution is a technique used to improve resolution in
ultrasound images by counteracting the effect of the PSF. If the
image is modeled as the convolution of the PSF h(x, y) with the tissue
reflectivity function r(x, y); in frequency domain, this corresponds
to the product of their Fourier transforms

g(x, y) = r(x, y) ∗ h(x, y) + �(x, y)

=
∫ ∫

h(x − �, y − �)r(�, �)d�d� + �(x, y)
(13)

G(u, v) = R(u, v)H(u, v) (14)

where u and v are the spatial frequencies, and �(x, y) is the additive
noise component. The noise term was  ignored in Eq. (14) for the
sake of simplicity. If the PSF is known, its effects on the image can
be eliminated by dividing the spectrum of the image by the spec-
trum of the PSF (frequency response of the system). If the PSF is not
known, it can be estimated based on the image itself. This approach
is known as blind deconvolution.

The convolution model is only valid under the assumption of
linear propagation and weak scattering. Linear propagation can be
assumed when moderate acoustic energy is used. Weak scattering,
on the other hand, can only be assumed if there are no strong spec-
ular reflectors in the tissues, as they generate artifacts [72]. Other
aspects to consider are that the PSF is influenced by the tissues
located between the transducer and the target, and varies across
the image. Therefore, the PSF is usually estimated from the acquired
RF images. To overcome the spatial variability of the PSF, it can be
assumed that the PSF is shift-invariant in small segments of the
image. Then, the image can be divided in segments and a PSF is
estimated for each of the segments.

The reconstruction of ultrasound images by blind deconvolu-
tion often starts with the estimation of the PSF. This is typically
done with a homomorphic approach using the complex cepstrum
[72–76].  The cepstrum of a signal is defined as the inverse Fourier
transform of the logarithm of its Fourier transform, and allows the
separation of the signals r(x, y) and h(x, y) in the cepstrum domain.

Once the PSF is known, deconvolution can be done by multi-
plying the spectrum of the signal by the inverse of the frequency
response of the system H−1(u, v). This method is rarely used,
because the inversion operation can amplify noise when H(u, v) is
small, what results in a useless estimate. The inverse Wiener filter
provides better results, and additional filters can be used to further
remove noise. The Wiener equation is given by

R(u, v) = H∗(u, v)SG(u, v)
|H2(u, v)|SG(u, v) + N(u, v)

(15)
where SG(u, v) and N(u, v) are the power density spectra of signal
g(x, y) and noise respectively.

Two papers that compare the effectiveness of several filtering
techniques on ultrasound images were published recently [77,78].
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oizou et al. [77] evaluated speckle reduction filters based on tex-
ure analysis, image quality metrics, and visual assessment by

edical experts on ultrasound images of the carotid artery. The
esults show that the best filters are the first order statistics fil-
ers. Finn et al. [78] on the other hand, evaluated speckle reduction
lters on echocardiographic images using simulated images and
linical videos. They compared the filters based on quality metrics
nd computational efficiency and concluded that the best filter is
he OSRAD diffusion filter [67].

. Conclusions

Research in ultrasound enhancement has evolved in two main
ranches: preprocessing techniques and post-processing algo-
ithms. Preprocessing techniques attempt to shape the ultrasound
eld to compensate for signal degradations during propagation in
iological tissues. They can reduce speckle and other artifacts such
s shadowing and reverberations, and make the PSF more uni-
orm across the image. Post-processing algorithms can also reduce
peckle and improve the PSF. Several types of filters with different
evels of complexity have been used in ultrasound images. These
lters can also enhance edges and image features, and many of
hem can operate in real-time. However, post-processing is lim-
ted by basic physics of the image acquisition system. For example,

 shadowed region cannot be restored since the data is simply not
resent, or the PSF may  obscure fine detail beyond the ability of
ost-processing to retrieve it. Other aspect to consider is that post-
rocessing may  be based on preconceived notions of what certain

mage regions should look like, and provide inaccurate information
f the imaged anatomy. Consequently, we consider that the use of
reprocessing techniques should be fostered as they provide “true”

mprovements in SNR and resolution. Preprocessing can make cer-
ain post-processing more effective or even viable. A combined
pproach that includes both preprocessing and post-processing can
otentially give the best results in image improvement, but it must
e implemented with clear understanding of the limitations of both
ypes of techniques.

Advances in the technology of transducers, electronics, and
omputers have supported the implementation of enhancement
echniques and the development of the industry of ultrasound in
eneral. For example, some preprocessing of the detected signal
an be done within the probe using preamplifiers, what provides
igher SNR; transducer arrays with increased number of elements
an be fabricated; and in many scanners it is possible to choose
mong different methods for enhancement, analysis and recon-
truction, that are embedded in the devices. Consequently, in the
ast years, the quality of the images has improved significantly, and
he prices have gone down, making this technology increasingly
ost-effective.

Ultrasound is becoming more quantitative as the image quality
ontinues to improve. Speckle and other artifacts are reduced by a
ariety of means, and more repeatable imaging protocols are devel-
ped for specific organs and conditions. For example, metrics for
etal ultrasound have been created, with quantitative measures that
re related to the extent of fetal development. However, despite
f all this progress, the reduced penetration of ultrasound has
estricted its use to hand-held devices and limited its applications.
he penetration of ultrasound signals can be improved by reducing
heir frequency, and the loss in resolution could be compensated
ith robust enhancement and restoration techniques to perhaps

o beyond the Rayleigh limit. The development of transducers that

rovide 360◦ views, and effective beamforming and compounding
echniques will allow the acquisition of high quality tomographic
mages of the human body. These developments will extend the
se of ultrasound to applications where currently CT and MRI  are

[

ocessing and Control 7 (2012) 419– 428 427

preferred, for example, neck and limb imaging. The advantages are
to avoid patients’ exposure to ionizing radiation, and the availabil-
ity of high quality medical imaging at reduced cost.
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