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Abstract. Color accuracy is of immense importance in various fields, including biomedical applications, cosmet-
ics, and multimedia. Achieving precise color measurements using diverse lighting sources is a persistent challenge.
Recent advancements have resulted in the integration of LED-based Digital Light Processing (DLP) technology into
many scanning devices for 3D imaging, often serving as the primary lighting source. However, such setups are sus-
ceptible to color-accuracy issues. Our study delves into DLP-based 3D imaging, specifically focusing on the use of
hybrid lighting to enhance color accuracy. We presented an empirical dataset containing skin tone patches captured
under various lighting conditions, including combinations and variations in indoor ambient light. A comprehensive
qualitative and quantitative analysis of color differences (∆E00) across the dataset was performed. Our results support
the integration of DLP technology with supplementary light sources to achieve optimal color correction outcomes,
particularly in skin tone reproduction, which has significant implications for biomedical image analysis and other
color-critical applications.
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1 Introduction

Color accuracy is critical in many applications, including biomedical, cosmetic, and multimedia. It

is particularly challenging in scenes with multiple or complex light sources. Often, the main light

source in a three-dimensional (3D) scanning device is an LED-based digital light processing (DLP)

projector,1 which may introduce color-related problems such as chromatic aberration, spectral

imbalance, and color temperature variation.2 These factors can skew color representation and

require further calibration for accurate imaging.

Color measurements depend strongly on the characteristics of the light source3, 4 and the optical

properties of the subject matter.5–7 These measurements may result in low color accuracy when
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Fig 1 Fringe projection profilometry setup with a camera-projector pair. The color texture image is mapped onto the
3D surface topography. DLP projector lighting may introduce color accuracy problems in skin color measurements.

using DLP lighting in practical scenarios due to interactions with different light sources, such

as indoor ambient light.8, 9 To overcome this problem, these complex lighting conditions require

color correction techniques known as computational color constancy.10, 11 However, despite many

advances in these techniques,12, 13 achieving high color accuracy in specialized applications such

as medical imaging remains challenging.14 For example, accurately reproducing skin color tones

is difficult because of the interplay of light absorption, reflection, and scattering within the skin

layers, demanding specialized calibration procedures.6

In many 3D imaging applications, the color texture image is simultaneously acquired along

with the projected patterns for surface topography recovery.15, 16 For example, it is often obtained in

Fringe Projection Profilometry (FPP) either by illuminating the surface of the object with uniform

white light from the DLP projector or by projecting a black image to leverage ambient light (Fig 1).

Moreover, the use of exclusive DLP lighting is often the choice in high-speed imaging.17 In any

case, the texture image may exhibit color accuracy problems.18
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When applications require color for image analysis, like in skin imaging, ensuring accurate

color measurements through a calibration procedure is crucial.19, 20 Tedla et al.21 found that color

calibration primarily fails because of lighting conditions, rather than the camera sensor. Their

results showed that most consumer-grade sensors were suitable for color imaging under typical

lighting environments but failed with narrowband lights like single-color LEDs. Hanlon et al.,6

found that LED lighting is problematic for the visual separation of specific skin colors. Hence,

LED-based DLP projectors, which use tri-color LEDs operated in sequence,2 although designed

for improved color accuracy may prove inadequate for skin color measurements. Furthermore, it

remains unclear whether illuminating the scene solely with DLP light, environmental light, or a

combination of the two is more effective.

In this study, we investigated the color accuracy of skin color tones across diverse lighting

conditions in a DLP-based 3D measurement system. We used color patches carefully selected

from a Munsell color checker chart to represent skin color tones. These patches were inspected

under different illuminants simulating typical indoor lighting conditions and in combination with

DLP lighting. This hybrid lighting approach successfully mitigates issues associated with color

inaccuracies, offering a robust and practical framework for future research and applications in 3D

imaging.

2 Materials and Methods

We analyzed the color accuracy related to the lighting effects in a DLP-based FPP 3D imaging

system. We focused on skin color tones following a two-stage method. First, we selected a set

of 23 color patches from the Munsell ColorChecker chart to represent a variety of skin colors, as

well as different illuminants (DLP, D65, P15, and F) to simulate the interaction of the DLP light
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Fig 2 Methodology diagram for assessing color accuracy in a DLP-based Fringe Projection Profilometry (FPP) system
under various lighting conditions. The selected skin tone color patches are compared to the reference values and the
color differences are computed establish the most effective lighting configuration. Patch No. 5 was highlighted to
illustrate the proposed methodology and the plot intepretation.

source with other typical light sources. Second, we performed the experimental acquisitions and

colorimetric analysis of the different lighting conditions to determine the optimal lighting setup for

precise skin color reconstructions in 3D imaging (Fig. 2).

2.1 Experimental Setup and Illumination Conditions

Our experimental setup consisted of a Basler acA1300-60gc GigE camera and a Dell M115HD

DLP projector, configured in an observation booth22 designed to evaluate color accuracy under

various lighting conditions (Fig. 2). We used a combination of illuminants—D65 to represent av-

erage daylight (6500 K), P15 as a narrow-band phosphor fluorescent lamp (4100 K), and F as a

tungsten filament lamp (2800 K)—to simulate typical indoor lighting23 and their interactions with

the DLP light source. In our experiments, we maintained a balance between the light source inten-

sities to ensure consistent spectral shapes and stable chromatic results, highlighting the importance

of balanced source intensities for obtaining reliable data. All radiometric, photometric and chro-

maticity specifications of the light sources are detailed in the publicly available repository. The
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(a) (b)

Fig 3 Direct comparison of spectra and the impact of different illuminants on color accuracy, aiding in the design of
a lighting scheme that optimizes color precision. (a) Normalized spectra of DLP, F, P15, and D65 illuminants. (b)
Spectral reflectances of the 23 skin tone patches under D65 illumination.

setup was arranged to avoid specular reflections, ensuring consistent lighting for accurate color

measurements.

In Fig. 3 (a) the normalized spectra of the DLP, P15, and F illuminants are presented for com-

parison. The DLP illuminant showed significant peaks between 450 and 650 nm, indicating a

specific energy distribution at these wavelengths. The P15 illuminant has peaks that match the

wavelengths of the DLP, although with a lower intensity, suggesting that P15 might complement

the DLP by providing an additional energy distribution at the same wavelengths. However, illu-

minant F showed a constant upward trend with no significant peaks, indicating that it might not

offer an energy distribution that matches the peaks of the DLP. This initial comparison suggests

that P15 could potentially complement the spectrum of DLP better than illuminant F. Fig. 3 (b)

shows the spectral reflectance of the ColorChecker skin tones under D65 illumination. This graph

allows the visualization of how the D65 illuminant might affect color accuracy in skin tones, which

is crucial for designing a lighting scheme that optimizes color accuracy in practical applications.

The reflectance curves indicate that most skin tone patches exhibit higher reflectance values in the

red region of the spectrum (600-700 nm) than in the blue and violet regions (400-500 nm). This
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is expected given the natural spectral characteristics of skin tones. Additionally, darker skin tone

patches tend to have lower and flatter reflectance curves across the spectrum, while lighter skin

tones show more pronounced peaks, particularly in the red region.

2.2 Dataset acquisition and color calibration

To obtain representative skin colors, we used the NIST dataset comprising spectral information of

human skin reflectance.24 We used these reflectance data based on the D65 illuminant to calculate

the sRGB components thereby enabling a uniform and reliable representation of different skin

tones under standard lighting conditions. It is noteworthy that we used the D65 illuminant as our

reference standard for all color-difference evaluations. From these sRGB components, we selected

23 representative skin color patches from the Munsell ColorChecker chart25 for the color difference

analysis26 (Fig. 2). The color patches were captured under various illuminants: exclusively using

a DLP projector (category I), combining DLP with other light sources (category II), and under

lighting without DLP (category III), as detailed in Table 1.

To ensure that the color constancy is camera-independent, we applied a chromatic adaptation

transform to the device-dependent RGB coordinates, transforming them to the sRGB standard.27

This choice was made due to sRGB’s widespread use and acceptance in visualization applications

for human observers, facilitating result comparison and reproducibility. This was initially achieved

by calculating the tristimulus values X, Y, and Z from the spectral data of the samples and illu-

minance. Subsequently, these values were converted to RGB values in the sRGB color space,

considering specific corrections, such as gamma and linearization. The CAT0228 color adaptation

model was used to ensure color consistency in hybrid lighting conditions. The complete process

is detailed in the publicly available repository. Most automatic white balance algorithms designed
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Table 1 Illuminant combinations used in the experimental lighting scenarios.
Category Lighting source Abbreviation

I. Only the digital light projector DLP

Digital light projector and D65 illuminant DLP + D65
Digital light projector and P15 illuminant DLP + P15
Digital light projector and F illuminant DLP + F

II. Digital light projector with D65 and P15 illuminants DLP + D65 + P15
Digital light projector with D65 and F illuminants DLP + D65 + F
Digital light projector with P15 and F illuminants DLP + P15 + F
Digital light projector with D65, P15, and F illuminants DLP + D65 + P15 + F

D65 illuminant D65
D65 illuminant with P15 illuminant D65 + P15
D65 illuminant with F illuminant D65 + F

III. P15 illuminant P15
P15 illuminant with F illuminant P15 + F
Illuminant F F
D65 illuminant, P15 illuminant, and F illuminant D65 + P15 + F

on general statistical premises frequently fail in specialized scenarios where these assumptions do

not hold.29 Therefore, to ensure an accurate color representation, we disabled auto white balance.

2.3 Color differences

Upon completing the data acquisition with different lighting scenarios, we performed the colori-

metric analysis by comparing the acquired data to the reference color values. We carried out the

analysis by adopting the ∆E00 color difference metric.30 The ∆E00 color difference was calculated

by the CIEDE2000 formula given by,

∆E00 =

√(
∆L∗

kLSL

)2

+

(
∆C ′

kCSC

)2

+

(
∆H ′

kHSH

)2

+RT

(
∆C ′

kCSC

)(
∆H ′

kHSH

)
, (1)

where several factors are considered including chromatic differences (∆C
′), hue difference (∆H

′),

weights for lightness (SL), color (SC), hue (SH), and a rotation term (RT ). Additionally, the

equation involves parametric factors kL, kC , and kH , which can vary based on the experiment but

are typically set to 1.

We computed the mean ∆E00 color difference values and their standard deviations for each
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Fig 4 3D imaging setup composed of a camera, a projector and a Macbeth colorchecker.

lighting setup listed in Table 1 aiming to identify the most accurate and consistent conditions.

Although the lowest mean ∆E00 value may indicate a specific optimal scenario, it is also important

to consider lighting conditions with low variance for consistency. Finally, since often DLP lighting

is unavoidable, we analyzed the best scenario that includes DLP lighting to establish best practices.

2.4 3D Reconstruction and calibration

For the 3D reconstruction process we calibrated the FPP setup following the technique proposed

by Vargas et al.31, 32 This calibration ensured the accuracy and reliability of the 3D measurements

obtained from the FPP setup. For the phase unwrapping, we employed a 3-step phase-shifting

algorithm along with gray coding, which was acquired at a rate of 60 frames per second.33 This

approach allowed us to accurately extract the phase information from the deformed fringe patterns

and generate a detailed depth map of the surface.
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Fig 5 Comparative analysis of ∆E00 color differences under various lighting conditions.

To capture the texture image, we projected a white image using the DLP projector, which

provided a uniform illumination across the skin surface. This allowed us to accurately capture the

color and texture details of the skin. In scenarios where ambient illumination was used, a black

image was projected to ensure that the DLP did not contribute to the illumination. In addition, we

illustrate the experimental setup for 3D reconstruction in Fig. 4. This setup includes the integration

of a camera, a DLP projector, and a Macbeth ColorChecker.

3 Results and discussion

The ∆E00 color differences across the 15 lighting configurations reveal significant variances in

color accuracy for all 23 patches (Fig. 5). Notably, high color differences were obtained with the

DLP as the exclusive light source. In contrast, lower color differences were obtained by combining

the DLP with another light source, for example with the D65 and the P15 but not so much with

the F. This discrepancy is indicative of the complex interplay between different light source char-

acteristics and their impact on color accuracy. The P15 illuminant, with its narrow-band phosphor
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Table 2 Mean and standard deviation values for the ∆E00 color differences from the 23 patches under the 15 lighting
settings.

Lighting setup Mean Standard deviation

DLP 29.8154 8.7091

DLP + D65 21.8828 6.3518
DLP + P15 19.6937 6.1804
DLP + F 27.7143 7.4409
DLP + D65 + P15 22.1755 6.9020
DLP + D65 + F 30.2178 7.4658
DLP + P15 + F 26.6764 7.0491
DLP + D65 + P15 + F 28.1274 7.4231

D65 23.1549 8.0162
D65 + P15 16.4839 7.2055
D65 + F 20.4929 7.4768
P15 18.9729 8.0980
P15 + F 17.4033 8.6622
F 19.6691 7.7014
D65 + P15 + F 28.5148 8.1915

emission and moderate color temperature, complements the DLP’s spectrum, enhancing overall

color balance and reducing the ∆E00 values to more acceptable levels. Conversely, the F illumi-

nant’s broader spectral output at a lower color temperature appears less compatible with the DLP,

failing to adequately correct the color differences probably due to the mismatched spectral outputs

of the F illuminant’s warm light and the DLP’s cooler tones.

Our analysis in Fig. 5 highlights that patches with lighter skin tones (e.g., patches 19–23)

consistently demonstrate higher ∆E00 values, indicating more pronounced color differences, es-

pecially under DLP lighting conditions. This sensitivity underscores their heightened reaction to

spectral peaks in illuminants, posing significant challenges for achieving accurate color reproduc-

tion. Conversely, patches with darker skin tones exhibited lower ∆E00 values, suggesting reduced

susceptibility to variations in the illuminant spectra owing to their broader wavelength absorption.

This comparison underscores the distinct challenges involved in achieving precise color reproduc-

tion for lighter skin tones under DLP lighting conditions.
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The average color differences, denoted with the red line in Fig. 5 and listed in Table 2, point

to generally low color differences when two light sources are used but not necessarily when three

are included. Moreover, the combinations of two light sources that do not include the DLP as a

light source produce the lowest color differences (Table 2). These findings suggest that while DLP

projectors can serve as a significant light source for color imaging, their spectral output may need

to be carefully balanced with additional light sources to achieve optimal color accuracy. The re-

sults from the D65 and P15 combination imply that a mix of moderate and cooler temperatures in

lighting can produce a more neutral white balance, which is conducive to lower color differences.

However, the introduction of a third light source, particularly one with a warmer color temperature

like the F illuminant, does not necessarily translate to improved color fidelity. Instead, it may intro-

duce additional complexity to the color correction process, as seen in the increased average ∆E00

values. Our study highlights that combinations of light sources, particularly those incorporating a

DLP projector, require precise spectral alignment to achieve optimal color accuracy. The pairing

of DLP with P15 demonstrated a complementary spectral distribution, resulting in reduced ∆E00

values and enhanced color fidelity. However, the introduction of the F illuminant complicates this

balance, because its spectral profile does not complement the DLP, resulting in elevated ∆E00 val-

ues. These findings underscore the importance of thoughtful design in multisource lighting setups

to ensure spectral compatibility and mitigate challenges in color correction processes.

Given that our primary purpose was to focus on the DLP as a light source, we selected two

distinct scenarios for a qualitative assessment by capturing the forearm of a subject (Fig 4). Case 1

used solely the DLP as a light source, and Case 2 the most consistent and favorable color correction

configuration with the DLP+P15 light sources. These two cases are depicted in Fig. 6 with the color

difference values, the RAW 3D color reconstruction, and the color-corrected 3D reconstructions.
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Fig 6 Two cases (one for each row) of 3D image reconstruction and color correction using DLP. For each case, from left
to right, the first image represents the color difference analysis, the second displays the raw 3D color reconstruction,
and the third exhibits color-corrected reconstructions.

The color-corrected output from Case 1 tends towards a warm or reddish tint obscuring finer details

like vein patterns, which should be more pronounced. On the other hand, the output from Case 2

demonstrates a marked improvement: the skin tones are more natural, and the subtle variations,

such as those around the palm and veins, are distinctly visible. These differences are also noticeable

in the Color Checker images for the two cases depicting a closer appearance from the DLP+P15

to the reference values than the DLP (Fig. 7). The improved color differentiation in DLP+P15

suggests a more accurate representation of the subject’s natural skin tones and thus improved color

accuracy.

4 Conclusion

This study underscores the limitations of using Digital Light Processing (DLP) as a standalone light

source for accurate color reproduction in 3D imaging. Our results reveal that a hybrid approach,

specifically integrating DLP with the P15 illuminant, substantially improves color accuracy, es-

pecially in the context of skin tone reproduction. These findings have significant implications for

medical image analysis, optical metrology, and other color-critical applications. Future research
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Fig 7 Exploring ColorChecker images and ∆E00 Reference vs. Lowest (Case 1) and optimal (Case 2) lighting
conditions.

could focus on optimizing color correction algorithms under mixed lighting conditions and ex-

ploring other effective illuminant combinations. Overall, our study advocates for a comprehensive

approach that pairs DLP with supplemental light sources for optimal color correction outcomes.

For taking these results into the field, it may be useful to use simpler color constancy metrics such

as the color inconsistency index (CII) instead of the ∆E00 metric for ease of use. However, further

validation may be required.
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of the 23 skin tone patches under D65 illumination.

4 3D imaging setup composed of a camera, a projector and a Macbeth colorchecker.

5 Comparative analysis of ∆E00 color differences under various lighting conditions.
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6 Two cases (one for each row) of 3D image reconstruction and color correction

using DLP. For each case, from left to right, the first image represents the color

difference analysis, the second displays the raw 3D color reconstruction, and the

third exhibits color-corrected reconstructions.

7 Exploring ColorChecker images and ∆E00 Reference vs. Lowest (Case 1) and

optimal (Case 2) lighting conditions.

List of Tables

1 Illuminant combinations used in the experimental lighting scenarios.

2 Mean and standard deviation values for the ∆E00 color differences from the 23

patches under the 15 lighting settings.

19


	Introduction
	Materials and Methods
	Experimental Setup and Illumination Conditions
	Dataset acquisition and color calibration
	Color differences
	3D Reconstruction and calibration

	Results and discussion
	Conclusion

