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Eberto Benjumeaa, Raúl Vargasa, Rigoberto Juarez-Salazarb, and Andres G. Marrugoa
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ABSTRACT

Current calibration methods for multimodal systems consisting of structured light and thermography use calibra-
tion targets with physical characteristics. However, defects in the manufacturing of these targets are common.
Therefore, these methods are prone to undesired errors. We propose a calibration method for a multimodal
system (a visible camera, projector, and thermal imaging camera) that does not require the construction of a
physical calibration target. For this purpose, thanks to an auxiliary camera, we use a digital screen to obtain
the intrinsic parameters of the camera, and a mirror to obtain the intrinsic and extrinsic parameters of the
projector and the thermal imaging camera. The experimental results demonstrate that it is possible to elude
the challenging task of fabricating physical targets without compromising the accuracy of the system calibration
compared to conventional methods.
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bration, target-free

1. INTRODUCTION

The applications of structured light techniques span industrial, cultural, scientific, and medical areas.1–3 De-
spite this wide range, its combination with other imaging techniques enhances its use in other applications or
allows it to obtain better results.1,4 The modeling and calibration of cameras are vital in multimodal systems,
such as in structured light systems.5 Calibration of multimodal systems usually implies obtaining the intrinsic
and extrinsic parameters of the cameras by using a common and visible calibration target in all the imaging
techniques involved (thermography, micro-computed tomography, or other types of image of interest).6 In the
case of multimodal systems composed of structured light and thermography, calibration is challenging due to
the incompatibility of visible cameras, projectors and thermal cameras. Recurring problems in the calibration of
these multimodal systems involve thermal reflections, restricted spatial/thermal resolution and significant lens
distortions in thermographic cameras.1,7

Calibration proposals for these systems attempt to mitigate the effects of the problems mentioned above by
creating different types of calibration targets. These works usually experiment with flat targets in materials
such as aluminum, printed circuit boards, insulating materials, among others.1,7, 8 They also addressed this
problem by using asymmetric or symmetric circular patterns or checkerboards.9–11 However, the fabrication of
these targets presents errors, because these processes are often manually or industrially machined. Therefore,
the surfaces may often not be flat, but deformed in a concave or convex manner. Similarly, the feature points
may be deformed for the same reason.

In this paper, we propose a new direction in the calibration of multimodal systems (a visible camera, a
projector and a thermographic camera) that does not require the construction of a physical calibration target.

Further author information: (Send correspondence to Eberto Benjumea)
Eberto Benjumea: E-mail: ebenjumea@utb.edu.co.
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In this sense, with the help of an auxiliary camera, we use a digital screen to obtain the intrinsic parameters of the
camera, and a mirror to obtain the intrinsic and extrinsic parameters of the projector and the thermal imaging
camera. The experimental results demonstrate that it is possible to elude the challenging task of fabricating
physical targets without compromising the accuracy of the system calibration compared to conventional methods.

Section 2 explains the calibration and obtaining of data in a conventional multimodal system composed
of a thermal camera, projector, and visible camera. Section 3 shows and discusses the common problems in
conventional calibrations. Finally, Section 4 shows our new direction in this kind of calibration.

2. CONVENTIONAL MULTIMODAL STRUCTURED LIGHT AND THERMAL
IMAGING SYSTEM

The calibration has two stages of acquisition the images. In the first stage, the FPP system is calibrated with
a conventional target and then the stereo system consisting of the visible camera and the thermal camera is
calibrated with a visible target in both modalities, without fringe projection. In our case, we used asymmetric
patterns of circles as calibration targets. The structured light system and the visible camera-thermographic
camera system are calibrated by stereo triangulation considering the distortions using the pinhole model. In
this way, they obtain the intrinsic and extrinsic parameters of the cameras. Generally, the origin of the world
coordinate system is located in the visible camera. In this section, we discuss the phase-shifting algorithm
and the stereo vision model used for 3D image reconstruction, and the conversion of phase data into metric
measurements.

2.1 Phase-shifting algorithm

Phase-shifting algorithms are robust and can achieve pixel-wise phase measurement with high resolution and
accuracy.12 Within an N-step phase-shifting algorithm featuring uniform phase increments, the representation
of the kth fringe image 12 is

I = I ′ + I ′′ cos(ϕ+ 2kπ/N) , (1)

where I ′ is the average intensity, I ′′ represents to the modulation of the intensity, and ϕ corresponds to the phase
under consideration. Where ϕ can be obtained using the following equation

ϕ = − tan−1

[
Ik sin (2kπ/N)

Ik cos (2kπ/N)

]
. (2)

The arctangent function produces a phase with 2π discontinuities. Phase-unwrapping algorithms facilitate the
resolution of these discontinuities, determining the optimal value κ that denotes the precise number of 2π
increments to be applied at each data point.

Φ = ϕ+ 2π × κ , (3)

where Φ represents the continuous unwrapped phase.

2.1.1 Stereo vision model

Based on a pinhole camera model, the stereo vision model establishes correspondence between the capture and
projection systems and the world coordinate system. This enables the establishment of a relationship between
a point in world coordinates [xw, yw, zw]T and its projection onto the camera’s image plane at coordinates
[uc, vc]T ,13,14 as

sc[uc, vc1]T = Ac[Rc, tc][xw, yw, zw1]T , (4)

where sc is a scaling factor; Ac represents the camera intrinsic matrix including the focal lengths and central
point coordinates; and the tuple [Rc tc] is a rigid transformation responsible for mapping the world coordinate
system onto the camera coordinate system.

Treating the projector as an inverse camera, the point [xw, yw, zw, 1]T undergoes a similar reprojection onto
the projection image plane, yielding coordinates [up, vp]T , governed by the following equation.

sp[up, vp, 1]T = Ap[Rp, tp][xw, yw, zw, 1]T , (5)
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where sp is a scaling factor, Ap is the projector intrinsic matrix, and [Rp, tp] represents a rigid transform from
the world coordinate system to the projector coordinate system.

Analogously for the thermal camera, we can model its behavior by the expression:

st[ut, vt, 1]T = At[Rt, tt][xw, yw, zw, 1]T , (6)

where once again st is a scaling factor, At is the thermal camera intrinsic matrix, and [Rt, tt] represents a rigid
transform from the world coordinate system to the thermal camera coordinate system.

Lens distortions may occur in optical systems and cause measurement inaccuracies, which may affect the
accuracy of the multimodal system. Therefore, it is imperative to consider these distortions. Typically, the lens
distortion model employed in such systems is represented by the following mathematical expression:[

ūd

v̄d

]
= (1 + k1r

2 + k2r
4 + k3r

6)

[
ū
v̄

]
+

[
2p1ūv̄ + p2(r

2 + 2ū2)
2p2ūv̄ + p1(r

2 + 2v̄2)

]
, (7)

with

r2 = ū2 + v̄2 , (8)

and

[ū, v̄, 1]T = A−1[u, v, 1]T , (9)

where k1, k2, k3 are the coefficients of radial distortion, and p1, p2 are the coefficients of tangential distortion,
[ūd, v̄d]

T are the normalized coordinates of the distorted points, [ū, v̄]T are the free-distortion normalized coor-
dinates, and the superscript (.)−1 denotes the inverse matrix operation.

2.2 3D Reconstruction

Reconstruction process employs a triangulation approach involving the intersection of a plane line through
Equations (4) and (5).15 To reconstruct each scene in three dimensions, phase-shifted binary fringe patterns are
projected, and the wrapped phase is estimated using gray coding for phase unwrapping. The continuous phase
is then converted into projector coordinates.

[up, vp] =
P

2π
[ϕu, ϕv] , (10)

Here, [ϕu, ϕv] represents the continuous phases acquired in the u- and v-directions, and P stands for the
pitch of the projected fringes. Following this, normalization of the camera and projector coordinates took place,
with adjustments made for distortions. Ultimately, the determination of 3D coordinates is achieved through
triangulation, employing equations (4) and (5).

2.3 Obtaining temperature as texture

The points of the 3D reconstruction in camera coordinates (world coordinates) are transformed to the thermal
camera coordinate system, using the matrix of extrinsic parameters between these cameras. Eq. 11 shows this
process.

[xt, yt, zt, 1]T = [Rt
c, ttc][x

c, yc, zc, 1]T , (11)

Where [xt, yt, zt, 1]T are the points of the 3D reconstruction in coordinates of the thermal camera, [Rt
c, t

t
c] is

a matrix that transforms the points from the coordinate system of the visible camera to the coordinate system
of the thermal camera, and [xc, yc, zc, 1]T are the points of the 3D reconstruction in coordinates of the visible
camera.

These points are projected to the thermal camera sensor using the intrinsic matrix of the thermal camera. Dis-
tortions must be taken into account. These pixels have sub-pixel resolution. Then, we interpolate them cubically
with the temperature of the nearest pixels to obtain the temperature of each point of the 3D reconstruction.
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3. PROBLEMS IN CONVENTIONAL CALIBRATIONS

We implemented the multimodal system shown in the figure 1. It consists of an Epson Powerlite W39 projector
with 1280 × 800 pixels, a IDS UI-3880CP-C-HQ Rev.2 (AB00855) color camera with 2048 × 1600 pixels, and
an Arduino Uno for synchronization. The thermal camera is an Infiray P2 camera with 256 × 192 pixels, and
thermal resolution of 0.04 ◦C. The calibration process involves the utilization of 18-step phase-shifted fringe
patterns and 6 gray-coded binary patterns for extracting phase maps in horizontal and vertical orientations.
During the 3D reconstruction stage, the absolute phase per camera pixel is obtained from the projected vertical
fringe patterns to derive metric values.

Figure 1: Multimodal structured light and thermal imaging system.

The calibration process was lengthy due to the use of two stages of image acquisition. We used the target
shown in Fig. 2a in the calibration of the structured light system. We obtained 0.46 as the mean reprojection
error in that process. In the calibration of the system composed of the visible camera and the thermal camera,
we used the target shown in Fig. 2b. In this stage, the mean reprojection error was 0.32.

The design of the thermal target shown in Fig. 2b presented a set of problems. Given the resolution of the
thermal camera sensor, detectors in software such as MATLAB did not detect the circles because they were
represented by too few pixels (5 or 7 pixels). Therefore, it was necessary to decrease the number of circles to 35.
A higher number of circles implies the almost total discard of images making calibration impossible.

This last calibration required more than 60 images for each camera. Attempts with 30 images were un-
successful. This situation was evident at the moment of superimposing the temperature as texture in the 3D
reconstructions. Fig. illustrates the problem. After calibration, we thermally stimulated wooden dices with an
electric plate (See Fig. 3a). We projected the fringes and acquired them along with the respective thermal image
of the scene. The 3D reconstruction is shown in Fig. 3b. However, the texture did not fit exactly on dice. We
can see how it is displaced with respect to the objects (See Fig. 3c). This situation can be generated, given the
small graphic resolution of the thermal camera and the number of points in the target (35 feature points).

4. NEW DIRECTION IN MULTIMODAL CALIBRATION

Our approach propose a target-free calibration methodology for a multimodal thermal imaging and structured
light system. Initially, we calibrated a stereo system composed of two visible cameras (main camera and auxiliary
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Figure 2: Targets used in calibration: (a) Structured light target, and (b) Target of the visible-thermal camera
system.

Figure 3: Problem in calibration with 30 images.

camera) using a target presented on an LCD screen. Then, using an uncalibrated projector, we projected vertical
and horizontal fringe patterns onto the back of a mirror. Images of the mirror with the patterns were acquired
using the two visible cameras and a thermal camera. Then, we searched for point correspondences between
the visible cameras via phase. Thus, we can reconstruct the mirror using stereo triangulation. We then define
some feature points on the reconstructed mirror surface to calibrate the main camera and projector system.
Then, using the mirror corners, we estimated the homography between the points on the main camera and the
thermal camera. In this manner, we interpolate the position of the feature points in the mirror plane on the
thermographic camera sensor and calibrate the main camera and thermal camera system. This methodology
would circumvent the problematic feature detection in the thermal camera sensor. It would also avoid problems
caused by manufacturing defects in targets.

5. CONCLUSION

In this paper we explored a conventional way of calibrating a multimodal structured light and thermal imaging
system. We also discussed the problems frequently encountered in this type of approach. And we presented
a new way for calibrating a multimodal structured light and thermal imaging system. This direction could
circumvent the frequent problems caused by targets in low-cost optical systems. Our approach is more elaborate
than traditional ones, but promises to reduce the impact of errors of target fabrication and feature detection in
low-resolution thermal camera sensors. Also, the problems of feature detection in challenging situations due to
thermal reflections would be avoided.
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