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Structured light systems are crucial in fields requiring precise measurements, such as industrial manufacturing, 
due to their capability for real-time reconstructions. Existing calibration models, primarily based on stereo vision 
(SV) and pixel-wise approaches, face limitations in accuracy, complexity, and flexibility. These challenges stem 
from the inability to fully compensate for lens distortions and the errors introduced by physical calibration targets. 
Our work introduces a novel calibration approach using a virtual phase-to-coordinate mapping with a linear 
correction function, aiming to enhance accuracy and reduce complexity. This method involves traditional stereo 
calibration, phase processing, correction with ideal planes, and fitting a pixel-wise linear correction function. By 
employing virtual samples for phase-coordinate pairs and computing a pixel-wise correction, our methodology 
overcomes physical and numerical limitations associated with existing models. The results demonstrate superior 
measurement precision, robustness, and consistency, surpassing conventional stereo and polynomial regression 
models, both within and beyond the calibrated volume. This approach offers a significant advancement in 
structured light system calibration, providing a practical solution to existing challenges.
1. Introduction

Structured light systems are increasingly used across diverse fields, 
such as industrial manufacturing [1,2], medicine and bioscience [3,4], 
communications [5], and forensic sciences [6], because of their ability 
to address the metrological requirements of applications that require 
precise measurements across different scales [7] and real-time or high-

speed reconstructions of dynamic objects or scenes [8]. The most widely 
employed calibration methodologies are based on stereo vision (SV) 
and pixel-wise models. However, these calibration methodologies still 
face challenges and limitations in guaranteeing the demands of differ-

ent application fields, which may require low mathematical complexity 
models, low information processing times, and high flexibility in cali-

bration procedures, among other requirements [9].

SV calibration models use the pinhole model with lens distortion 
and treat the projector as a reverse camera, representing the camera-

projector system as a binocular stereo system [10]. This calibration 
approach has been largely successful, and is the most widely employed 
approach [7]. However, this model still has challenges in fully compen-

sating for residual errors associated with lens distortions [11]. More-

* Corresponding author.

over, these residual errors are often difficult to model properly and have 
been linked to the limitations of the physical target [12].

Alternatively, pixel-wise models based on nonlinear functions have 
been shown to effectively adapt to the camera-projector system non-

linearities [13]. However, fitting these models often requires sampling 
techniques in 3D space by precisely displacing manufactured pattern ob-

jects using translation stages to reliably relate the captured phase with 
the 3D coordinates [14]. It follows that regressions performed with the 
sampled 3D data may still contain errors owing to misalignment, po-

sitioning, and fabrication inaccuracies of the calibration objects and 
systems [15].

To improve the performance of calibration models, different strate-

gies have been proposed to address the different error sources. For ex-

ample, several studies have focused on compensating for errors caused 
by projector distortions by using pre-deformed fringe patterns or color 
fringe projections [16–19]. However, these strategies require additional 
calibration procedures or parameter optimization algorithms, thereby 
increasing the complexity of the calibration process.

Other proposed strategies are based on hybrid calibration procedures 
in which the stereo model is used as a positioning system to perform 
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phase-coordinate pixel-wise mapping. Vargas et al. [13] proposed a hy-

brid calibration procedure in which stereo calibration was performed 
followed by the reconstruction of a manually displaced white plane 
across a depth range. However, this methodology requires an additional 
calibration procedure compared with the traditional stereo method, 
which increases the complexity and implementation time. Besides, other 
works as in Ref. [20] and Ref. [21] suggest using the extrinsic posi-

tions or 3D reconstruction of the stereo calibration targets to estab-

lish a pixel-wise polynomial regression model applied to unidirectional 
structured light systems. These approaches successfully compensate for 
residual errors in the stereo model without requiring additional proce-

dures. However, employing the same stereo calibration targets makes 
it impossible to achieve proper and homogeneous sampling of the an-

alyzed 3D space, which may lead to numerical errors when fitting the 
phase-coordinate regression models. Moreover, using polynomial func-

tions can also introduce fitting issues such as the Runge phenomenon 
when a high polynomial order is employed and errors in extrapolating 
coordinates beyond the calibrated volume [15].

In this article, we propose a new approach to compensate for residual 
errors in the stereo calibration model through a pixel-wise linear correc-

tion function. This function is established by linking the experimental 
data from the stereo calibration procedure to virtual samples of phase-

coordinate pairs, and computing a pixel-wise correction rigid transfor-

mation. The linear correction function thus circumvents the physical 
limitations and potentially numerical ill-conditions inherent to exper-

imental sampling. The proposed methodology consists of four steps: 
1) projection and capture of information for traditional stereo calibra-

tion, 2) phase processing and obtaining stereo parameters, 3) correction 
of experimental points with ideal planes and fitting of the pixel-wise 
linear correction function, and 4) virtual phase-to-coordinate mapping 
with linear error correction. The results demonstrate that our proposed 
methodology exhibits high measurement precision, robustness, and con-

sistency, both within and beyond the experimentally sampled calibra-

tion volume, compared with the traditional stereo model and the poly-

nomial regression models fitted from experimental calibration data.

2. Principle

2.1. Stereo vision model

A structured light (SL) system can be considered a binocular setup 
where both the camera and the projector can be mathematically mod-

eled with the linear pinhole lens model as [10]

𝑠𝑐[𝑢𝑐 , 𝑣𝑐 ,1]𝑇 =𝐊𝐜[𝐈, 𝟎][𝑥, 𝑦, 𝑧,1]𝑇 , (1)

𝑠𝑝[𝑢𝑝, 𝑣𝑝,1]𝑇 =𝐊𝐩[𝐑(𝜃𝑠), 𝐭𝐬][𝑥, 𝑦, 𝑧,1]𝑇 , (2)

where [𝑥, 𝑦, 𝑧]𝑇 is a 3D point respecting the camera coordinate system, 
[𝑢𝑐 , 𝑣𝑐 ] and [𝑢𝑝, 𝑣𝑝] are the projection of the point in the image plane of 
the camera and projector, respectively; 𝐊𝑐 and 𝐊𝑝 are the 3 ×3 intrinsic 
parameter matrices of camera and projector, 𝐈 is a 3 ×3 identity matrix, 
𝟎 is a 3 × 1 zero vector, 𝐑(𝜃𝑠) is a 3 × 3 rotation matrix and 𝜃𝑠 denotes 
a 3×1 vector with the Euler angles; 𝐭𝑠 is a 3 × 1 translation vector; and 
𝑠𝑐 and 𝑠𝑝 are scaling factors.

This projection model must be complemented with a lens distor-

tion model to compensate for non-linearities of the optical system. This 
model can be established for both the camera and the projector as,[
�̄�𝑑
�̄�𝑑

]
= (1 + 𝑘1𝑟2 + 𝑘2𝑟4 + 𝑘3𝑟6)

[
�̄�

�̄�

]
+
[
2𝜌1�̄��̄�+ 𝜌2(𝑟2 + 2�̄�2)
2𝜌2�̄��̄�+ 𝜌1(𝑟2 + 2�̄�2)

]
, (3)

where 𝑟2 = �̄�2 + �̄�2, [𝑘1, 𝑘2, 𝑘3] are the radial distortion coefficients and 
[𝜌1, 𝜌2] are the tangential distortion parameters. [�̄�𝑑 , �̄�𝑑 ]𝑇 refer to the 
distorted normalized points, and [�̄�, �̄�]𝑇 are the normalized coordinates 
without distortion given by

𝑇 −1 𝑇
2

[�̄�, �̄�,1] =𝐊 [𝑢, 𝑣,1] , (4)
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Fig. 1. Residual errors problem of 3D reconstruction of the stereo model.

where 𝐊−1 represents the inverse intrinsic parameter matrix. In this 
way, the distortion parameters for the camera and the projector can be 
denoted as Dis𝑐 = [𝑘𝑐1, 𝑘

𝑐
2, 𝑘

𝑐
3, 𝜌

𝑐
1, 𝜌

𝑐
2] and Dis𝑝 = [𝑘𝑝1, 𝑘

𝑝

2, 𝑘
𝑝

3, 𝜌
𝑝

1, 𝜌
𝑝

2], 
respectively.

The reconstruction process by means of this stereo model consists of 
obtaining the solution of the Equations (1), (2) and (4) for the coordi-

nates [𝑥, 𝑦, 𝑧]𝑇 as,

𝑧 = −
𝑚14 −𝑚34�̄�

𝑝

(𝑚11 −𝑚31�̄�
𝑝)�̄�𝑐 + (𝑚12 −𝑚32�̄�

𝑝)�̄�𝑐 +𝑚13 −𝑚33�̄�
𝑝

(5)

𝑥 = �̄�𝑐𝑧, (6)

𝑦 = �̄�𝑐𝑧, (7)

where 𝑚𝑖𝑗 refers to the values of the i-th row and j-th column in a 3x4 
matrix 𝑀 = [𝐑(𝜃𝑠), 𝐭𝑠].

2.2. Pixel-wise linear correction function

According to Equations (5)-(7), the reconstructed coordinates 𝑥, 𝑦, 
and 𝑧 coordinates are dependent on the distortion-free normalized coor-

dinate values (�̄�𝑐 , �̄�𝑐), which are calculated using the stereo parameters 
of the system. Thus, if our model has residual errors in estimating these 
calibration parameters, it can result in inaccuracies in the reconstruc-

tion process. In Fig. 1, we show the associated problem, in which a 
point X′

1 = [𝑥′, 𝑦′, 𝑧′] that belongs to a surface 𝑓1(𝑥, 𝑦, 𝑧) is illuminated 
by an isophase ray from the projector. This point is projected towards 
the camera, intercepting the normalized plane at a corresponding point 
(�̄�𝑐 , �̄�𝑐 ), which we can relate to a point captured in the pixel image plane 
as (𝑢𝑐

𝑑
, 𝑣𝑐
𝑑
). During the 3D reconstruction process, the pixel (𝑢𝑐

𝑑
, 𝑣𝑐
𝑑
) is 

projected onto the normalized plane using the calibration parameters 
obtained at a coordinate (�̄�𝑐 + 𝛿𝑢, �̄�𝑐 + 𝛿𝑣), where (𝛿𝑢, 𝛿𝑣) are residual er-

rors of the stereo model due the estimation error of the parameters. As 
a result, when we triangulate this point with the same isophase ray, the 
3D coordinate is estimated at the coordinate X1 = [𝑥, 𝑦, 𝑧]. Besides, if 
the object is at a greater depth, the reconstruction errors will be larger.

If we consider that both points are referenced from the same coor-

dinate origin, we can establish a vector relationship between points 𝑋
and 𝑋′ as,

[𝑥′, 𝑦′, 𝑧′]𝑇 = 𝛼R[𝑥, 𝑦, 𝑧]𝑇 (8)

where R is a rotation matrix, 𝛼 is a scale factor and (.)𝑇 denotes the 

transpose operation. This equation can be rewritten as,
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[𝑥′, 𝑦′, 𝑧′]𝑇 =
⎡⎢⎢⎣
(𝛼𝑅11)𝑥+ (𝛼𝑅12𝑦+ 𝛼𝑅13𝑧)
(𝛼𝑅22)𝑦+ (𝛼𝑅21𝑥+ 𝛼𝑅23𝑧)
(𝛼𝑅33)𝑧+ (𝛼𝑅31𝑥+ 𝛼𝑅32𝑦)

⎤⎥⎥⎦ , (9)

where 𝑅𝑖𝑗 are the coefficients of the matrix R corresponding to the 
𝑖-th row and the 𝑗-th column. Furthermore, if we guarantee the in-

dependence and orthogonality between the corresponding axes of the 
coordinate (𝑥, 𝑦, 𝑧), we can establish an approximation of the expres-

sion as,

⎡⎢⎢⎣
𝑥′

𝑦′

𝑧′

⎤⎥⎥⎦ =
⎡⎢⎢⎣
𝛼𝑥𝑥+ 𝛽𝑥,
𝛼𝑦𝑦+ 𝛽𝑦,
𝛼𝑧𝑧+ 𝛽𝑧,

⎤⎥⎥⎦ (10)

where [𝛼𝑥, 𝛽𝑥], [𝛼𝑦, 𝛽𝑦] and [𝛼𝑧, 𝛽𝑧] are the parameters of the linear re-

lationship between 𝑥′ − 𝑥, 𝑦′ − 𝑦 and 𝑧′ − 𝑧, respectively.

2.3. Phase-to-coordinate mapping

The phase-to-coordinate mapping (PCM) model aims to establish a 
direct and independent relationship between the camera-projector sys-

tem and the metric coordinates (𝑥, 𝑦, 𝑧) and the captured phase values 
for each pixel of the image (𝑖, 𝑗). Among the mathematical models com-

monly used, the pixel-wise polynomial models are widely adopted and 
are defined as

𝑥(𝑖,𝑗) =
𝑁∑
𝑛=1

𝑎𝑛(𝑖,𝑗)𝜙
𝑛
(𝑖,𝑗) , (11)

𝑦(𝑖,𝑗) =
𝑁∑
𝑛=1

𝑏𝑛(𝑖,𝑗)𝜙
𝑛
(𝑖,𝑗) , (12)

𝑧(𝑖,𝑗) =
𝑁∑
𝑛=1

𝑐𝑛(𝑖,𝑗)𝜙
𝑛
(𝑖,𝑗) , (13)

where 𝑁 is the degree of the polynomial, 𝑎𝑛, 𝑏𝑛, and 𝑐𝑛 are the coef-

ficients of the polynomials that relate the coordinates 𝑥, 𝑦, 𝑧 with the 
phase values for each camera pixel. To obtain the coefficients of the 
polynomial, it is necessary to precisely and reliably position a target of 
known dimensions within a range of depth, in order to define the 𝑥, 𝑦, 𝑧
coordinates with great accuracy. These coordinates are then related to 
the recovered phase from the projected fringe patterns, and the polyno-

mial coefficients can be obtained through a least squares method.

The phase can be obtained by using phase-shifting fringe pat-

terns [8]. For the 𝑁 -step phase-shifted patterns, the wrapped phase 
𝜑 is given by

𝜑 = −tan−1
[
𝐼𝑘 sin(2𝑘𝜋∕𝑁)
𝐼𝑘 cos(2𝑘𝜋∕𝑁)

]
, (14)

where 𝐼𝑘 is the 𝑘 − 𝑡ℎ fringe pattern.

The arctangent function yields a discontinuous 2𝜋-modulus phase 
map. Phase unwrapping is required to produce a smooth phase map 
prior to 3D reconstruction [22]. It is carried out by adding an integer 
number 𝜅 of 2𝜋 to each point accordingly, as

𝜙 = 𝜑+ 2𝜋 × 𝜅 , (15)

where 𝜙 is the unwrapped phase, and 𝜅 is the fringe order.

If we use a conventional black and white calibration target, the 
recovered phase may have phase artifacts due to the black to white 
transitions in edges. To overcome, this problem Vargas et al., [13] and 
Zhang [20] used phase a phase smoothing approach using 2D polyno-

mials as,

Φ(𝑢, 𝑣) =
𝑁∑
𝑛=0

𝑀∑
𝑚=0

𝑎𝑛𝑚𝑢
𝑚𝑣𝑛, (16)

where 𝑁 and 𝑀 are the degrees of the 2D polynomial for the u and 
v coordinates, respectively. 𝑢 and 𝑣 are the pixel coordinates, 𝑎𝑛𝑚 are 
3

the polynomial coefficients, and Φ is the phase adjusted as a function 
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of 𝑢 and 𝑣 for the calibration target. The presence of error can also be 
compensated with other interpolation or filtering strategies, or by using 
special targets or color fringes [23].

2.4. Virtual phase-to-coordinate mapping

In this article, we present a virtual PCM method utilizing the 
stereo parameters obtained from an experimentally calibrated camera-

projector system. The proposed calibration procedure involves the con-

sideration of an infinite virtual plane positioned at various distances 𝑧𝑛
from the camera and perpendicular to it. This virtual plane is displaced 
in N positions from a distance 𝑧0 to 𝑧𝑁−1. The process requires establish-

ing the metric coordinates for each pixel (𝑖, 𝑗) on the 𝑛-th plane captured 
by the camera, as well as its corresponding phase value. We can estab-

lish a relationship between the camera image coordinate system and the 
virtual planes by means of Equation (1) as,

𝛼𝑐
⎡⎢⎢⎣
𝑢𝑐

𝑣𝑐

1

⎤⎥⎥⎦ =𝐾
𝑐
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎦
⎡⎢⎢⎢⎣
�̂�

�̂�

�̂�

1

⎤⎥⎥⎥⎦
, (17)

with

𝐾𝑐 =
⎡⎢⎢⎣
𝑓𝑐𝑢 0 𝑐𝑐𝑢
0 𝑓𝑐𝑣 𝑐𝑐𝑣
0 0 1

⎤⎥⎥⎦ , (18)

where [𝑓𝑐𝑢 , 𝑓
𝑐
𝑣 ] is the focal length of the camera in pixels, [𝑢𝑐𝑐 , 𝑣

𝑐
𝑐] is the 

coordinate of the principal point, and [�̂�, �̂�, �̂�] represent the virtual coor-

dinate that is projected onto a point [𝑢𝑐 , 𝑣𝑐] in the camera image plane, 
which is obtained by applying a correction of a integer pixel coordi-

nates (𝑖, 𝑗), using the distortion parameters Dist𝑐 . Thus, for each pixel 
(𝑖, 𝑗) and each virtual plane 𝑛, we can establish the virtual coordinates 
[�̂�, �̂�, �̂�] as,

�̂�𝑛(𝑖,𝑗) =
𝑧𝑛

𝑓𝑐𝑢
(𝑢𝑐(𝑖,𝑗) − 𝑐

𝑐
𝑢 ), (19)

�̂�𝑛(𝑖,𝑗) =
𝑧𝑛

𝑓𝑐𝑣
(𝑣𝑐(𝑖,𝑗) − 𝑐

𝑐
𝑣), (20)

�̂�𝑛(𝑖,𝑗) = 𝑧𝑛. (21)

To calculate the phase value, we project the virtual point onto the 
projector image plane using Equation (2) to obtain the coordinates 
(𝑢𝑝, 𝑣𝑝). Then, we apply the distortion parameters Dist𝑝 to these co-

ordinates to calculate the distorted coordinate (𝑢𝑝
𝑑
, 𝑣𝑝
𝑑
), which can be 

converted to phase as,

�̂�𝑢(𝑖,𝑗) = 𝑢
𝑝

𝑑(𝑖,𝑗) ⋅
2𝜋
𝑃
, (22)

�̂�𝑣(𝑖,𝑗) = 𝑣
𝑝

𝑑(𝑖,𝑗) ⋅
2𝜋
𝑃
, (23)

where the 𝑃 is the pitch (i.e., number of pixels per fringe) of the pro-

jected phase-shifted fringe patterns.

3. Proposed method

In this article, we propose a calibration methodology that consists 
of virtual data correction based on experimental data obtained from the 
stereo calibration process. This approach does not require additional 
experimental procedures beyond the conventional stereo calibration 
method. The proposed methodology is based on the following four steps:

Step 1: projection and capture

In this initial stage, the fringe patterns are projected onto a calibra-

tion target and captured at different positions and orientations spanning 

a range of depths.
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Fig. 2. Framework of the proposed four-steps methodology: (1) Projection and capture, (2) Phase and stereo calibration, (3) Adjustment of the correction function 
using ideal planes, and (4) Virtual PCM with linear correction of coordinates.
Step 2. phase and stereo calibration

In this step, we detect the centers of circles on the calibration target 
for each position and orientation 𝑘, and extract the continuous phase 
from the projected fringe patterns. Since the circle centers in the images 
are detected with subpixel precision and the phase maps are obtained at 
the pixel level, an interpolation procedure is necessary to determine the 
phase value for each circle center on the target. In this bilinear interpo-

lation process, we use the four neighboring pixels around the detected 
center and their respective phase values. These phase values are then 
converted to projector pixel coordinates using the fringe step of the pro-

jected pattern. Finally, the correspondences between the circles on the 
target from the camera and the projector are used to calculate the stereo 
parameters of the system using a camera calibration toolbox. Simulta-

neously, we perform a 5th-order 2D polynomial fit of the phase maps 
to eliminate any errors caused by circle borders and noise in the black 
background of the target, obtaining an adjusted phase surface described 
in Equation (16).

Step 3. adjustment of the correction function using ideal planes

In this step, we use the stereo parameters and the adjusted phase 
Φ𝑘 obtained in the previous step to calculate the 3D coordinate 
[𝑥𝑘(𝑖,𝑗), 𝑦𝑘(𝑖,𝑗), 𝑧𝑘(𝑖,𝑗)] corresponding to each integer camera pixel (𝑖, 𝑗)
for each 𝑘-pose. Subsequently, each 𝑘 reconstruction is fitted to an ideal 
plane as,

𝐴𝑘𝑥𝑘(𝑖,𝑗) +𝐵𝑘𝑦𝑘(𝑖,𝑗) +𝐶𝑘𝑧𝑘(𝑖,𝑗) +𝐷𝑘 = 0, (24)

where 𝐴𝑘, 𝐵𝑘, 𝐶𝑘, and 𝐷𝑘 are the coefficients of the fitted plane, which 
can be calculated using least squares. Due to the presence of residual 
errors in the stereo model explained in Section 2.2, the reconstructed 
points are deviated from the ideal plane. To obtain the corrected coor-

dinates of each point on the plane, we propose projecting the point onto 
the plane in the normal direction as,

⎡⎢⎢⎢⎣
𝑥′
𝑘(𝑖,𝑗)
𝑦′
𝑘(𝑖,𝑗)
𝑧′
𝑘(𝑖,𝑗)

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎣
𝑥𝑘(𝑖,𝑗)
𝑦𝑘(𝑖,𝑗)
𝑧𝑘(𝑖,𝑗)

⎤⎥⎥⎦− 𝛿𝑘(𝑖,𝑗)
⃖⃗n𝑘|| ⃖⃗n𝑘||, (25)

where [𝑥′
𝑘(𝑖,𝑗), 𝑦

′
𝑘(𝑖,𝑗), 𝑧

′
𝑘(𝑖,𝑗)]

𝑇 is the corrected coordinate, 𝛿𝑘(𝑖,𝑗) is the 
4

perpendicular distance between the plane and each point, and ⃖⃗n𝑘 =
[𝐴𝑘, 𝐵𝑘, 𝐶𝑘]𝑇 represents the vector normal to the 𝑘-plane, and ||.|| rep-

resents the length of the vector. Finally, we relate the reconstructed and 
corrected coordinates for each pixel as an independent linear function 
of the plane position 𝑘, by calculating the parameters 𝛼𝑥, 𝛽𝑥, 𝛼𝑦, 𝛽𝑦, 𝛼𝑧
and 𝛽𝑧 defined in equation (10), using the least squares method.

Step 4. virtual PCM with linear correction of coordinates

Using the stereo parameters obtained in Step 2, we carry out a Vir-

tual PCM as described in Section 2.4. The simulation is performed by 
displacing a virtual plane in n-positions through a given depth range 
and calculating the coordinates (�̂�𝑛(𝑖,𝑗), �̂�𝑛(𝑖,𝑗), �̂�𝑛(𝑖,𝑗)) for each pixel pro-

jected onto the virtual plane and its corresponding phase value �̂�𝑛(𝑖,𝑗) . 
Then, using the parameters of the linear correction model obtained in 
Step 3, the virtual points can be corrected by,

⎡⎢⎢⎢⎣
�̂�′
𝑛(𝑖,𝑗)
�̂�′
𝑛(𝑖,𝑗)
�̂�′
𝑛(𝑖,𝑗)

⎤⎥⎥⎥⎦
=
⎡⎢⎢⎣
𝛼𝑥(𝑖,𝑗)�̂�𝑛(𝑖,𝑗) + 𝛽𝑥(𝑖,𝑗)
𝛼𝑦(𝑖,𝑗)�̂�𝑛(𝑖,𝑗) + 𝛽𝑥(𝑖,𝑗)
𝛼𝑧(𝑖,𝑗)�̂�𝑛(𝑖,𝑗) + 𝛽𝑥(𝑖,𝑗)

⎤⎥⎥⎦ . (26)

As shown in Fig. 2, the output of the calibration procedure are the cor-

rected virtual coordinates �̂�′
𝑛(𝑖,𝑗), �̂�

′
𝑛(𝑖,𝑗), �̂�

′
𝑛(𝑖,𝑗) and their corresponding 

phase values �̂�𝑛(𝑖,𝑗). This information is then used to set the phase-to-

coordinates mapping functions for each pixel (𝑖, 𝑗) as

�̂�′ = 𝑓1(�̂�), (27)

�̂�′ = 𝑓2(�̂�), (28)

�̂�′ = 𝑓3(�̂�), (29)

where 𝑓1, 𝑓2, and 𝑓3 are functions that relate the phase values and 
the 3D coordinates. Thus, any type of regression function or a look-up 
table (LUT) can be corrected using the linear error correction method. 
In this work, we perform the correction of polynomial functions since 
they are one of the most commonly used and also present significant 
numerical fitting challenges. To perform the 3D reconstruction process, 
these functions are used to evaluate the captured phase, resulting in the 
reconstructed coordinates.

Fig. 2 shows a graphical summary of the proposed four-step method-
ology, illustrating the inputs and outputs of each procedure.
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Fig. 3. System setup.

4. Experimental results

System setup

We evaluated the proposed calibration methodology using the ex-

perimental system shown in Fig. 3, which is composed of a CMOS cam-

era (FLIR Blackfly BFS-U3-28S5M-C) and a DLP projector (LightCrafter 
4500). The camera was attached with a 16 mm focal length lens (Com-

putar M1614-MP2) and adjusted to a resolution of 1600×1200 pix-

els, while the projector was configured with a native resolution of 
960×1440. For the calibration and reconstruction procedures, we pro-

jected binary patterns of vertical and horizontal fringe patterns with a 
period of 18 pixels. We applied an 18-step phase-shifting algorithm and 
a 6-bit Gray binary coding algorithm to recover the absolute continu-

ous phase maps of the captured patterns. For our system configuration, 
the highest sensitivity was obtained with the phase map obtained from 
horizontal fringes, i.e., 𝜙𝑣. Therefore, we used this phase map to relate 
the 3D coordinates.

Calibration system and linear correction function fitting

The system was calibrated using a conventional stereo technique us-

ing a 16×21 circle pattern at 25 positions, which are reported in the 
Table 1. Using these parameters and the adjusted maps of the targets, 
we reconstructed the target in its 25 positions. Then, following our pro-

posed correction methodology, we performed an adjustment to an ideal 
plane using least squares and corrected pixel by projecting them onto 
the ideal plane. Fig. 4(a) shows the error map of the adjustment to an 
ideal plane at the Position 12 of the target, and Fig. 4(b) shows the 
3D visualization of the error, with the adjusted plane as reference. We 
can observe that the obtained reconstruction is not completely flat and 
presents greater errors near the edges of the image, where there is pre-

sumed to be a greater presence of distortions and even areas that are not 
adequately sampled by the target’s control points. Fig. 4(c)-(e) show 
the reconstructed coordinates (𝑥𝑘, 𝑦𝑘, 𝑧𝑘) for the 25 reconstructed po-

sitions of the target at pixel (960, 1280) and the corrected coordinates 
upon projection onto the ideal plane (𝑥′

𝑘
, 𝑦′
𝑘
, 𝑧′
𝑘
). These coordinates are 

related to the same associated phase value, which corresponds to the 
phase value captured by pixel (960, 1280) at each position 𝑘 of the tar-

get. Fig. 4(f)-(h) show the relationship between the reconstructed and 
corrected coordinates for pixel index (960, 1280), and we compute the 
linear relationship between these coordinates using the Equation (26).
5
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Table 1

System parameters obtained with the stereo 
calibration method. Mean reprojection er-

rors in pixels: projector (0.1407), camera 
(0.2528), and stereo (0.1967).

Stereo parameters

𝐾𝑐 =

⎡⎢⎢⎣
3594.8 0 795.1

0 3594.5 626.0
0 0 1

⎤⎥⎥⎦
𝐾𝑝 =

⎡⎢⎢⎣
1120.4 0 459.9

0 2248.9 1149.3
0 0 1

⎤⎥⎥⎦
Dist𝑐 = [-0.1124 0.2740 0 0.0002 -0.0007]

Dist𝑝 = [0.0932 -0.2802 0 0.0032 -0.0031]

𝜃𝑠 [◦] = [2.87 0.75 -179.72]

𝐭𝑠 [mm] = [21.9868 -137.5459 28.2896]

Once we have established our correction function for each pixel, we 
proceed to perform a virtual sampling of coordinates using the stereo 
parameters of our system. Fig. 5(a) shows a schematic of the virtual 
sampling procedure, in which 𝑛 =30 equidistant virtual planes were po-

sitioned in a depth range of 350 mm to 950 mm from the camera. Then, 
for each pixel (𝑖, 𝑗), we calculate the corresponding virtual coordinates 
(�̂�𝑛, �̂�𝑛, �̂�𝑛) of each 𝑛-plane, and its phase value �̂�𝑛. Fig. 5(b) shows the �̂�𝑛
coordinate vs the corresponding phase obtained from this sampling for 
the pixel (960, 1280), and the resulting �̂�′𝑛 coordinate after the proposed 
linear correction. We can see that the points are very similar, however, 
they present a slight difference after the error compensation.

Fig. 6(a) displays the resulting polynomials from a regression per-

formed on the corrected experimental z-coordinate of the points (𝑧′
𝑘
)

and their corresponding captured phases for the pixel (960, 1200). The 
polynomials fit the data adequately in the 500 mm-700 mm range, but 
become unstable outside this area, especially at higher orders. This in-

stability stems from non-uniform experimental data sampling and the 
inherent susceptibility of polynomials to extrapolation or interpolation 
errors. Fig. 6(b) illustrates the outcome of polynomial regressions using 
the corrected virtual coordinates and their corresponding phase (our 
proposed method), which provide a broader depth and more evenly 
distributed data points. The polynomial models demonstrate enhanced 
numerical stability across a wider range. However, the third-order poly-

nomial does not adequately fit the data in the central depth region 
corresponding to the experimental points, suggesting the need for higher 
order polynomials for a more accurate description of the entire depth 
range. Crucially, our proposed method enables the use of these higher-

order polynomials without the usual issues associated with limited sam-

pling.

5. Validation experiments

5.1. Flat board reconstruction

The first experiment aimed to reconstruct a plane, specifically the 
back of a mirror, in 20 different positions and orientations. Each po-

sition was reconstructed using The stereo model and the polynomial 
regression models POL3-E, POL6-E, POL3-V, and POL6-V. Where POL3-

E and POL6-E refer to a third and sixth degree polynomial regression, 
respectively, using the experimental raw data of the calibration targets. 
POL3-V and POL6-V correspond to a polynomial regression of third and 
sixth degree, respectively, using the corrected virtual data based on our 
proposed methodology. Using these models, we calculated the RMS fit-

ting error to an ideal plane for each reconstruction.

The RMS errors achieved for each plane pose for the calibration mod-

els are presented in Fig. 7. The results indicate that the error generated 
by the stereo model is consistent and uniform across all analyzed recon-

structed positions of the plane. Conversely, models derived from direct 
regressions with experimental data (POL3-E and POL6-E) exhibit recon-
struction errors lower than those of the stereo model in the initial poses 
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Fig. 4. Linear correction function fitting. (a) Fit error map to an ideal plane of the reconstructed calibration target at position 12 using the stereo model. (b) 3D 
visualization of the error map. (c)-(e) reconstructed (𝑥, 𝑦, 𝑧) and corrected (𝑥′, 𝑦′, 𝑧′) coordinates for the 25 positions of the calibration target versus their respective 
phase values captured for pixel (960, 1280). (f) -(h) Linear adjustment between the reconstructed coordinates and the corrected coordinates.

Fig. 5. (a) Virtual mapping scheme. (b) �̂�− 𝜙 is the relationship between depth and phase for a pixel (960,1200) using the proposed virtual mapping, and �̂�′ − 𝜙 is 
the corrected relationship after applying the linear correction function proposed.
of the plane, corresponding to poses within the experimental calibration 
volume. However, beyond the ninth pose, these models demonstrate 
high reconstruction errors, particularly for the sixth-order polynomial 
(POL6-E), where errors escalate due to numerical instability of the poly-

nomial for extrapolating information. Besides, polynomial models fit-

ted with our proposed method, two distinct behaviors are observed. In 
the case of POL3-V, some positions exhibit lower errors compared to 
those obtained from traditional methods, while in others, errors increase 
significantly. In contrast, the POL6-V model yields much lower recon-

struction errors across all positions of the planes compared to the stereo 
model and the other regression models. These findings demonstrate that 
our methodology enables greater system precision and compensates for 
errors associated with the stereo reconstruction model. Nevertheless, it 
remains crucial to adjust a function capable of accurately representing 
the phase-coordinate corrected relationship.

Fig. 8 shows the error maps, error histograms, and 3D pose of the 
plane for pose 17. We observe that the plane is both inside and outside 
6

the calibrated volume. For this position, the experimental regression 
models POL3-E and POL6-E exhibit a strong reconstruction error, with 
errors even exceeding 2 mm. Comparing the POL3-V, POL6-V and tradi-

tional stereo models, we can see that our proposed calibration method-

ology compensates for residual errors present in the traditional stereo 
model. The error histogram shows that our method allows for a better 
error distribution, with a mean close to zero and low dispersion. The 
analysis of the other poses can be seen in Visualization 1.

5.2. Sphere reconstruction

In the second experiment, we aimed to reconstruct a sphere with a 
diameter of 196 mm and placed it in seven different positions, varying 
its transversal location and distance from the camera. Each pose was 
reconstructed using the stereo model and the polynomial models, and 
the reconstructed sphere was fitted to an ideal sphere to estimate its 
center and radius. Fig. 9 shows the error maps of the fittings, the error 

histogram, and the 3D positioning for the first pose of the sphere.

https://doi.org/10.1016/j.optlaseng.2024.108496
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Fig. 6. Polynomial adjustment of different orders, for the pixel (960, 1200), using (a) the corrected experimental 𝑧′
𝑘

coordinates and the experimental phase; (b) the 
corrected virtual �̂�′

𝑛
coordinates and the corresponding phase. The nomenclature POLX-E refers to a polynomial regression of degree X using experimental data of 

the calibration targets. While the nomenclature POLX-V corresponds to a polynomial regression of degree X obtained using the corrected virtual data based on our 
proposed methodology.
Fig. 7. RMS fitting error of a flat board (back of a mirror) in different positions 
and orientations reconstructed by the Stereo, POL6-V, POL3-E, and POL6-E mod-

els.

In this particular position, it is observable that the sphere was located 
beyond the depth sampled during calibration. Error maps reveal that the 
stereo model exhibits a uniform error across the field of view of the cam-

era, whereas polynomial regression models POL3-E and POL6-E display 
transversal error variations. Conversely, regression models POL3-V and 
POL6-V generate highly uniform error maps with values close to zero. 
This demonstrates that direct polynomial regressions on experimental 
data can induce reconstruction errors across the captured transversal 
area, particularly when objects are positioned outside the calibrated 
volume. Our proposed calibration strategy mitigates such occurrences, 
thereby expanding the depth reconstruction range. Additionally, upon 
analyzing error histograms, we note that our proposed models yield re-

construction RMS errors of 0.080 mm and 0.072 mm, respectively, both 
below the RMS error of 0.109 mm obtained by the stereo model. The 
results for the other positions of the sphere can be seen in Visualization

2.

5.3. Complex shape reconstruction

Finally, we performed the reconstruction of a complex-shaped ob-

ject to demonstrate that our proposed calibration methodology based on 
pixel-wise approach allows high-resolution and high-quality reconstruc-

tions while maintaining the shape and details of the objects. Fig. 10(a) 
7

shows the captured image of the object, and Fig. 10(b) shows the 3D 
model obtained, where we can observe that the proposed model does 
not alter the characteristics of the reconstructed objects, resulting in 
high-resolution reconstructions.

5.4. Analysis of error sources

The validation experiments show that the proposed methodology 
only functions adequately with a higher-degree polynomial; in this case, 
a sixth-order polynomial was used. This is because high-degree polyno-

mials can fit the entire depth space sampled in the virtual mapping. 
The greater the mapped depth, the higher the order of the fitted poly-

nomial must be. Consequently, we can observe the presence of residual 
errors in our proposed method when using a third-order polynomial in 
some reconstructions of the flat board and sphere, especially where the 
reconstructions extend beyond the calibrated volume. Despite this, our 
proposed methodology successfully avoids the ill-conditioning problems 
when fitting higher-degree polynomials to experimental data.

6. Conclusion

In this article, we proposed a new calibration strategy based on a 
pixel-wise error correction function and a virtual-theoretical model ad-

justed from experimental data. This methodology allowed us to obtain a 
uniform and extended mapping of the 3D measurement space, ensuring 
that the phase-coordinate models were robust to undersampling and nu-

merical ill-conditioning issues. The experiments demonstrated that our 
methodology guaranteed high measurement accuracy both inside and 
outside the calibrated volume compared to the traditional stereo model 
and polynomial regression models commonly used.

The proposed methodology has great potential for utilization in high-

precision 3D applications within large measurement fields because it 
eliminates the need for physical mapping of the 3D space. Further-

more, the pixel-wise error compensation methodology opens the door to 
new strategies for structured light system recalibration in which pixel-

wise functions can be used to transform a base model and accurately 
describe the system with minimal captured experimental information. 
These advancements will allow for more efficient and flexible recalibra-

tion processes, thereby enhancing the adaptability of structured light 

systems in various applications.

https://doi.org/10.1016/j.optlaseng.2024.108496
https://doi.org/10.1016/j.optlaseng.2024.108496
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Fig. 8. Reconstruction of a flat board (back of a mirror) in pose 17 using the traditional Stereo model; polynomial regression models POL3-E and POL6-E, based 
on experimental data; and polynomial regression model POL3-V and POL6-V models, based on our proposed method. The error maps of the models show that our 
proposed method achieves a decrease in error along the observed transverse field. Furthermore, the error histogram shows us that the error distribution in our 
proposed method achieves a lower dispersion and a mean close to zero. To analyze the other poses, see Visualization 1.

Fig. 9. Reconstruction results of a 192 mm diameter sphere in front of the calibration volume (Pose 1 of 7) using the Stereo, POL3-E, POL6-E, POL3-V, and POL6-V 
calibration models. The error maps are calculated by performing an adjustment to an ideal sphere of the reconstructions obtained for each model. This allows us 
to observe how the adjustment error varies throughout the image. The error histogram shows the distribution of the fitting error for the analyzed models. The 3D 
8

position shown corresponds to the reconstruction obtained from the POL6-V model. See the results of the other positions in Visualization 2.

https://doi.org/10.1016/j.optlaseng.2024.108496
https://doi.org/10.1016/j.optlaseng.2024.108496


Optics and Lasers in Engineering 183 (2024) 108496R. Vargas, L.A. Romero, S. Zhang et al.

Fig. 10. Reconstruction of a complex shape using POL6-V model. (a) photogra-

phy of the object. (b) High resolution 3D reconstruction.
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