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A B S T R A C T

The Forbush decrease phenomenon has significant impacts on several environmental conditions, including
interference in radio communications, satellite navigation systems, and the health of astronauts in space,
among others. It is characterized by a temporary and noticeable reduction in the observed flux of galactic
cosmic rays recorded at the Earth’s surface. This decrease occurs due to the modulation of cosmic rays through
their interaction with shock waves generated by coronal mass ejections. As these shock waves traverse the
interplanetary medium, which includes the solar wind and galactic cosmic rays, they exert compression forces
on the cosmic ray flux, leading to a reduction in observed flux levels at Earth. This study investigates Forbush
Decrease events across different solar cycles and explores their correlation with geomagnetic storm conditions
using multifractal detrended fluctuation analysis. The findings indicate variations in the multifractal spectra for
series under different geomagnetic storm conditions compared to the full Forbush decrease series. Moreover,
it is observed that the amplitude of the multifractal spectrum is greater in the series that include events with
a maximum 𝐾𝑝 index exceeding 6, suggesting a significant influence of geomagnetic storm conditions on the
fractality and variability of Forbush Decrease magnitudes.
1. Introduction

A Forbush decrease (FD) is an observed phenomenon in the activity
of charged particles, particularly galactic cosmic rays from outer space.
This event occurs due to a coronal mass ejection (CME) on the Sun,
generating a shock wave that propagates through the interplanetary
medium, including the solar wind and galactic cosmic rays [1–3].
Coined by physicist Scott E. Forbush in the 1930s [4–6], a Forbush
decrease is characterized by a reduction in the flux of cosmic rays
observed at Earth. The shock wave resulting from a CME compresses
cosmic rays, leading to a decrease in their observed flux at Earth [7–9].

This is essentially a heliospheric process. This decrease occurs due
to the modulation of cosmic rays by the shock wave associated with
the CME. The effect of the FD can last from several hours to several
days [10,11], depending on the speed of the shock wave [12,13] and
the characteristics of the CME [14,15].

There are two types of precursors to the cosmic ray flux reduction
effect associated with two types of interplanetary distortions. The first
is caused by precisely CMEs that result in peaks of geomagnetic activity
observed with high values of 𝐾𝑝 and Dst (Disturbance Storm Time)
indices [16–18]. The second effect has to do mainly with distortions in
the heliospheric current sheet (HCS) [19,20], a disk-shaped structure
that extends throughout the solar system. It is formed due to the
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Sun’s magnetic field configuration, which is dipole-shaped. The solar
magnetic field is generated by dynamic activity in the interior of the
Sun and extends out into interplanetary space and is produced by the
differential rotation of the Sun and creates a complex and dynamic
structure in the magnetic field of the solar system. This results in
variations in the strength and direction of the magnetic field in different
regions of interplanetary space.

The 𝐾𝑝 [21,22] and Dst [23] indices are fundamental tools in the
investigation of geomagnetic activity and its effects on the Earth’s
magnetosphere. The Planetary 𝐾𝑝 Index is a measure that quantifies
the global geomagnetic disturbance caused by solar storms and other
disturbances in the solar wind. It is calculated from observations of the
horizontal component of the magnetic field at ground-based stations
distributed around the world. These stations measure variations in the
magnetic field, and the data are used to determine the value of the 𝐾𝑝
index on a scale ranging from 0 (minimum geomagnetic activity) to 9
(maximum geomagnetic activity). The 𝐾𝑝 Index is updated regularly
and provides real-time information on geomagnetic conditions.

On the other hand, the Dst Index is an indicator that assesses the
impact of geomagnetic storms on Earth’s magnetosphere. It is derived
from measurements of the north–south component of the magnetic field
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at a network of ground stations distributed around the world. The Dst
Index measures the intensity of the geomagnetic storm and quantifies
the reduction in electric current within Earth’s magnetosphere during
these events. When a solar storm or coronal mass ejection from the
Sun reaches Earth, it can induce electrical currents within the magne-
tosphere, subsequently affecting power grids, communication systems,
and navigation systems. The Dst index serves as a critical tool for
monitoring and predicting these adverse effects.

These indices are crucial measurements for quantifying and moni-
toring geomagnetic activity, offering invaluable insights into compre-
hending and mitigating the effects of solar storms on Earth. Scientific
institutions and space agencies worldwide conduct these measure-
ments, and their significance resides in their capacity to forecast and
manage the detrimental consequences of solar activity on terrestrial
technology and infrastructure.

FDs are frequently linked to a sudden increase in geomagnetic activ-
ity resulting from the arrival of solar particles. As a result, observing a
rise in the 𝐾𝑝 index could serve as an indication that an FD is underway
or has recently occurred. When an FD occurs, there is typically a note-
worthy reduction in the Dst index value. This reduction is attributable
to the reduction in electric current within the magnetosphere due to the
interception of solar particles. Consequently, an FD event is manifested
as a decrease in the Dst index.

The heliospheric current sheet (HCS) is closely related to solar activ-
ity, including coronal mass ejections (CMEs) and solar storms. During
CME events, the interaction between the HCS and CMEs can lead to
geomagnetic storms on Earth, which can disrupt power grids, com-
munications, and navigation systems. Therefore, the FD phenomenon
can have significant impacts on various aspects, such as interference in
radio communications and satellite navigation systems, as well as on
the health of astronauts in space.

Furthermore, there are two types of interplanetary geomagnetic
distortions: sporadic and recurrent [17,24–26]. Sporadic distortions are
single, unpredictable events that occur sporadically in interplanetary
space as a result of solar phenomena, such as CMEs. In contrast,
recurrent geomagnetic distortions are events that occur periodically
and predictably due to the Sun’s rotation. These distortions occur as
the Earth passes through the heliospheric current sheet, resulting in
a distortion of the interplanetary magnetic field. This, in turn, affects
the Earth’s magnetosphere and can generate recurrent geomagnetic
disturbances. Recurrent geomagnetic storms are most common during
seasonal changes and are known as recurrent geomagnetic storms.

In a previous study [27] the authors have examined daily FD data
spanning from 1967 to 2003, focusing on the rapid decay of galactic
cosmic ray intensity preceding CMEs. After applying data filtering tech-
niques, the Hurst Exponent and Fractal Dimension are calculated, using
the Finite Variance Scaling Method and Higuchi’s Method separately
on the processed data, revealing that the data exhibit antipersistent
behavior, indicating a short memory process. These findings suggest
that cosmic ray intensity variations do not retain significant memory
of past events, posing challenges for prediction and indicating the
likelihood of complex multiperiodic patterns. Detection of underlying
periodicities in Forbush decay phenomena remains a research challenge
for the future.

Another study [28] investigates space weather events during solar
cycle 24 by analyzing cosmic ray flux data measured by neutron
monitors. The research focuses on periods of halo CMEs and sudden
storm commencements. The findings reveal that the fractal dimension,
skewness, and kurtosis of cosmic ray intensity change significantly
during these events. Additionally, the study links these space weather
indicators to electrical grid failures in southern Poland during the
same time intervals, suggesting that statistical properties of cosmic
ray intensity and solar/geomagnetic parameters can serve as reliable
indicators of space weather events. The study also suggests a solar
cycle dependence in the occurrence of electrical grid failures, with more
2

failures observed during the solar maximum in 2014 compared to the
solar minimum in 2010. Furthermore, an increase in grid failures is
noted around FDs, SSCs, and elevated 𝐾𝑝 index values, as well as one
day after fast halo CMEs occur.

More recently [29] focuses on forecasting extreme space weather
events based on fluctuations in high-energy cosmic rays. Such events
involve the formation of large fluxes of storm particles preceding
shock waves reaching Earth’s orbit, posing significant threats to life-
support systems in the upper atmosphere and in space. The research
demonstrates, applying the method of probabilistic identification of the
transient regime, the prediction of these storm particles accelerated
by shock waves using measurements from the ACE spacecraft in the
United States, with a forecast reliability of 𝑃 ≥ 80%. The study’s key
onclusions highlight the nonlocal behavior of cosmic rays in fractal
agnetic fields and explores the prediction of dangerous space weather

vents by studying cosmic ray fluctuations and sheds light on the
onlocal behavior of cosmic rays in the presence of fractal magnetic
ields, with practical applications in forecasting and understanding
xtreme space weather events.

In this paper, we employ an unconventional but increasingly im-
ortant methodology based on a comprehensive review of the existing
iterature to investigate the series of FD events. Our main objective is to
xamine the presence of fractal patterns in the signals and magnitudes
ssociated with these FD events, utilizing observational databases.
dditionally, we aim to analyze the temporal evolution of these signals
y utilizing ranges of geomagnetic distortion indices induced by CMEs,
ith a specific focus on the 𝐾𝑝 index, which has demonstrated a

correlation with the magnitude of the FD effect [19,30–32].
To assess fractality, we employ the Multifractal Detrended Fluc-

tuation Analysis (MFDFA) technique, which has been widely used
in diverse contexts to analyze time series signals. This methodology
has been previously applied to examine various phenomena, such as
assessing the characteristics of rainfall time series [33–35], analyzing
the scaling behaviors of fractal structures in financial time series fluctu-
ations [36–38], studying energy stocks [39,40], particulate matter and
atmospheric variables [41], analyzing traffic time series [42,43], and
investigating sunspot series in the context of space weather [44,45], as
well as cosmic ray data and space weather data [46–51].

In the realm of geomagnetic storm research, time series analysis
plays a crucial role in unraveling the intricate dynamics of these events
and their connection to solar activity. However, the inherent variability
in the magnitudes of geomagnetic storms has long challenged attempts
to accurately model and predict these phenomena. In this context, the
application of MFDFA has emerged as a powerful tool that enables a
more profound and comprehensive exploration of the intrinsic structure
and long-range dependence within time series data.

This study focuses on the application of MFDFA to geomagnetic
storm magnitude time series, with the aim of unveiling hidden patterns
and multifractal behaviors that may not be evident at first glance. The
significance of this research lies in its capacity to shed light on the
variability and unpredictability of these events, which has substantial
implications for predicting and mitigating the impacts of geomagnetic
storms on our technological infrastructure and critical communication
systems. By gaining a better understanding of the fractal nature of these
time series, we are one step closer to developing more accurate models
and early warning strategies that can contribute to safeguarding our
systems and services against the rigors of outer space.

2. Methods and data

2.1. Database

The present research article is based on the analysis of a compiled
database of FD phenomena obtained from the Izmiran Space Science
Research Institute website (http://spaceweather.izmiran.ru/eng/dbs.
html). The database encompasses a comprehensive collection of items

that capture and describe recorded FD events in detail. These elements

http://spaceweather.izmiran.ru/eng/dbs.html
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Fig. 1. Temporal behavior from June 6, 1957 to December 30, 2021 of the magnitude of the FD events and their relationship in the 5 solar cycles considered. The series exhibits
a slightly seasonal behavior.
Fig. 2. Temporal behavior from June 6, 1957 to December 30, 2021 of the 𝐾𝑝 index maximum recorded for the events in Fig. 1.
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nclude, the start and end dates and times of events, maximum decrease
mplitude, total duration, solar wind speed, solar wind density, geo-
agnetic 𝐾𝑝 index, interplanetary magnetic field strength, as well as

everal parameters related to charged particles, such as energy, flux,
nd energy flux of protons and electrons. A complete description of the
easured parameters can be found in the document titled ‘‘Full List of
arameters’’ available at http://spaceweather.izmiran.ru/dbs/fds/full-
ist-parameters-eng.pdf. This database serves as a valuable source of
nformation for conducting a detailed analysis of FD phenomena and
heir relationship with the corresponding space–time conditions.

This comprehensive database contain a total of 8216 records of
D events, compiled over a period spanning from June 6, 1957, to
ecember 30, 2021. It provides valuable information on FD events over
ore than six decades, enabling a long-term analysis of these phenom-

na. Furthermore, a significant connection will be established between
hese events and the solar cycles from cycle 19 to 25, with cycle 25
till ongoing (https://en.wikipedia.org/wiki/List_of_solar_cycles). This
llows for an examination of the relationship between FD events and
he solar activity throughout multiple solar cycles, providing insights
nto the long-term variations and trends in FD occurrences.

Fig. 1 illustrates the variability and evolution of the magnitude of
D events, specifically for particles with a 10 GV rigidity that have
een corrected for magnetospheric effects using the Dst-index. The
igure compares the behavior of FD events in relation to solar activity,
s indicated by the number of sunspots observed during each of the
onsidered solar cycles.

Furthermore, Fig. 2 displays the behavior of the maximum 𝐾𝑝 index
ecorded for each FD event. The 𝐾𝑝 index serves as an indicator of
eomagnetic activity associated with the events.

An analysis of the recorded FD events reveals that the most common
ype of onset is Type 9, which corresponds to the absence of both an
nterplanetary shock wave and a substorm current (SSC). This type rep-
esents the majority of the recorded events, totaling 6363 occurrences.
he second most common type involves both an interplanetary shock
3

ave and an SSC, with a count of 1537 events. Type 3, characterized w
y a weak SSC, follows in third place with 257 events. These counts
rovide insights into the relative distribution of different types of onset
n the analyzed dataset. It is noteworthy that approximately 93% of
he events are caused by ejections from active regions accompanied by
olar flares or solar filament eruptions from regions beyond the sunspot
roups.

In addition to analyzing the time series of FD magnitudes within
ach solar cycle (filtered by dates), a new dataset was created by
iltering the time series based on the geomagnetic storm condition,
pecifically using the 𝐾𝑝 index. Table 1 presents some basic descriptive
tatistics for this classification. The separation of the dataset based on
he geomagnetic activity index is justified due to the observed relation-
hip between this variable (𝐾𝑝 maximum index) and the magnitude of
he FD events.

.2. Multifractal detrented fluctuation analysis

The MFDFA [52] which is a generalization of Detrended Fluctuation
nalysis (DFA) method [53,54], is a technique used in the field of
hysics and statistics to study complex and turbulent systems. This
pproach is based on fractal theory and is applied to signals or data
ets that exhibit multifractal behavior, i.e., they exhibit variability on
ifferent spatial or temporal scales.

MFDFA is used to characterize the structure and organization of
luctuations in a particular system. Unlike traditional methods that
ocus on the analysis of single scales, this approach examines how fluc-
uations vary over different ranges of scales. To do this, functions called
etrended fluctuation functions are used that capture the distribution
f fluctuations at different levels of detail.

This method makes it possible to quantify the heterogeneity and
nternal complexity of the systems studied. It provides information on
he presence of autoaffine structures, autocorrelations and other char-
cteristic patterns that may not be captured by traditional techniques.
ultifractal analysis of detrended fluctuations has been applied in a

ide range of disciplines, such as fluid physics, economics, geophysics

http://spaceweather.izmiran.ru/dbs/fds/full-list-parameters-eng.pdf
http://spaceweather.izmiran.ru/dbs/fds/full-list-parameters-eng.pdf
http://spaceweather.izmiran.ru/dbs/fds/full-list-parameters-eng.pdf
https://en.wikipedia.org/wiki/List_of_solar_cycles
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Table 1
Basic statistics of the time series considered in this study. There are two types of separations of the series we make here: one in terms of solar cycles (date separation) and one
in terms of geomagnetic activity conditions.

Time series Count Mean Std Min Q1 Q2 Q3 Max Skewness Kurtosis

All cycles 8211 1.4 1.5 0.0 0.6 1.0 1.5 28.0 5.8 56.8
Cycle 19 965 1.8 1.9 0.0 1.0 1.3 1.9 19.3 4.4 26.8
Cycle 20 1211 1.5 1.4 0.0 0.8 1.1 1.8 25.4 5.9 73.9
Cycle 21 1365 1.5 1.5 0.2 0.7 1.0 1.6 22.7 5.5 54.8
Cycle 22 1313 1.5 1.8 0.1 0.7 1.0 1.7 23.4 5.9 51.7
Cycle 23 1601 1.4 1.7 0.0 0.6 0.9 1.4 28.0 5.8 56.5
Cycle 24 1483 1.0 0.9 0.1 0.5 0.7 1.1 11.2 4.3 30.4
Cycle 25 275 0.7 0.6 0.2 0.5 0.6 0.9 9.8 10.5 145.8

All cycles, 𝐾𝑝 = [0, 3] 2190.0 0.8 0.5 0.1 0.5 0.7 0.9 4.1 2.3 7.5
All cycles, 𝐾𝑝 = [3, 6] 5839.0 1.3 0.9 0.0 0.7 1.0 1.5 15.2 3.3 20.8
All cycles, 𝐾𝑝 = [6, 9] 1095.0 3.2 3.1 0.0 1.3 2.2 4.0 28.0 3.1 14.4
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and biology, to better understand the complex processes occurring in
these systems and their behavior at different scales.

The technique is divided into 5 or fewer steps depending on how
you apply the analysis algorithm, which are described in the article by
Kantelhardt et al. [52].

The steps followed to apply the methods are as follows. Assuming
we have a dataset time series with points 𝑦𝑖 for stamps 𝑥𝑖 (𝑖 = 1,… , 𝑁),
we construct the fluctuation or variation profile of the series 𝑦(𝑖) such
that

𝑦(𝑖) =
𝑖

∑

𝑘=1

(

𝑥𝑘 − �̄�𝑘
)

. (1)

The profile is divided into 𝑁𝑠 = 𝑖𝑛𝑡 (N∕s) non-overlapping segments
of equal length 𝑠 from left to right, where the number of segments is
determined by dividing the length of the data by the scale. If the data
length 𝑁 is not an exact multiple of the scale 𝑠, resulting in leftover
data at the ends, the procedure is repeated from the opposite end.
As a result, there are a total of twice the number of segments. The
main objective of this step is to establish the variability of the series
for different scales and to determine the fluctuations in the behavior
of the series. In addition, this step removes the behavior and seasonal
component of the series if any.

Next, the local trend of each of the 2𝑁𝑠 segments is calculated by a
least squares fit 𝑦𝑓𝑖𝑡𝑠 . Then the variance is determined by the relation:

𝐹 2(𝑛, 𝑠) =
𝑠
∑

𝑖=1

[𝑦((𝑛 − 1)𝑠 + 𝑖) − 𝑦𝑓𝑖𝑡𝑛 (𝑖)]2

𝑠
, (2)

for 𝑛 = 1,… , 𝑁𝑠, or

𝐹 2(𝑛, 𝑠) =
𝑠
∑

𝑖=1

[𝑦(𝑁 − (𝑛 −𝑁𝑠)𝑠 + 𝑖) − 𝑦𝑓𝑖𝑡𝑛 (𝑖)]2

𝑠
, (3)

for 𝑛 = 𝑁𝑠 + 1,… , 2𝑁𝑠. Such a polynomial fit can be linear, quadratic,
cubic or higher. Thus this technique is often referred to as MFDFA𝑚,
where 𝑚 is the order of the polynomial used in the trending process.
Averaging over all segments we obtain the fluctuation function of order
𝑞, given by:

𝐹 (𝑠) =
[

1
2𝑁𝑠

2𝑁𝑠
∑

𝑛=1
𝐹 2(𝑛, 𝑠)𝑞∕2

]1∕𝑞
. (4)

Finally, the scaling law of the participation function is determined
y analyzing the log–log plot of 𝐹𝑞(𝑠) versus 𝑠 for each value of 𝑞.

𝑞(𝑠) ≈ 𝑠𝐻(𝑞), (5)

here 𝐻(𝑞) is known as the generalized Hurst exponent.
The value of 𝐻 can indicate whether a process is persistent or

antipersistent: if 0 ≤ 𝐻 ≤ 0.5 indicates antipersistence. The process
nder study is antipersistent and tends to decrease (increase) after a
revious increase (decrease). An antipersistent process appears very
oisy; if 𝐻 = 0.5 corresponds to uncorrelated process; if 0.5 < 𝐻 ≤ 1.0
4

or persistence. If a process has been increasing (decreasing) for a s
eriod 𝑇 , then it is expected to continue increasing (decreasing) for a
imilar period. Persistent processes exhibit long-range correlations and
how relatively little noise; and finally if 𝐻 > 1.0 is a non-stationary
rocess, stronger long-range correlations are present.

In other words, persistent or antipersistent behavior ultimately mea-
ures whether the series can be understood as behavior that can be
redicted or not. This is particularly important in time series processes
hen one wants to make or study the possibility of forecasting at
ifferent scales. A series may have a good prognostic scenario at some
ime scales but at some other time scales it may be considered rather
haotic behavior. If 𝐻(𝑞) is approximately constant for all values of
, the time series is said to be monofractal, i.e., it exhibits the same
ehavior at all scales. If 𝐻(𝑞) varies significantly, the time series is
ultifractal, with different scales at different scales. The different scale

alues are best described by the multifractal spectrum, defined as

(𝛼) = 𝑞[𝛼 −𝐻(𝑞)] + 1, (6)

here 𝛼 = 𝐻(𝑞) + 𝑞 𝑑𝐻(𝑞)
𝑑𝑞 . The spectrum is concave downward, and the

ider it is, the more multifractal the time series is.
Essentially, 𝑓 (𝛼) is the dimensionality of the points with point

imensionality 𝛼, while the latter denotes the intensity of the sin-
ularity, or in other words, the power of the multifractality and is
ometimes called the Hölder exponent. Another way to relate each of
he singularity measures of the series in a more compact way is by
eans of a Legendre transform

=
𝑑𝑓 (𝛼)
𝑑𝛼

, 𝜏(𝑞) = 𝑞𝛼 − 𝑓 (𝛼). (7)

When only one Hölder exponent is present, this usually indicates
onofractality, whereas in the multifractal case, different parts of the
ata structure are characterized by different values of 𝑓 (𝛼), producing
spectrum of 𝑓 (𝛼) for different values of 𝑓 (𝛼). Both 𝐻(𝑞), 𝜏 and 𝑓 (𝛼)

ltimately determine not only the scaling properties of the series under
onsideration but also help to discriminate between different processes
ith fractal characteristics or not, or in other words, processes that tend

o be quite regular or recursive, or processes that tend to be chaotic and
ut of the normal trend.

.3. Multifractal Detrended Cross-Correlation Analysis (MF-DCCA)

In order to complement and corroborate the results obtained using
FDFA, the Multifractal Detrended Cross-Correlation Analysis (MFD-
CA) technique was implemented. In order to uncover the multifrac-
al characteristics of two cross-correlated non-stationary signals, Zhou
2008) [55] (also at [56–58]) introduced the multifractal detrended
ross-correlation analysis (MFDCCA, also known as MF-DXA), which
ntegrates the MFDFA and DCCA methodologies. This methodology is
resented as a natural extension of MFDFA, adapted to study the mul-
ifractal relationship between two time series. Unlike MFDFA, which
valuates the internal self-similarity of a single time series, MFDCCA
llows us to analyze the cross-similarity relationship between two time
eries simultaneously.
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In the context of our study, MFDCCA proves to be an essential
tool to explore the multifractal correlations between the intensities of
Forbush events and the 𝐾𝑝𝑚𝑎𝑥 index. The application of this technique
has provided a unique perspective on the nature of the relationships
between the studied variables, revealing antipersistent behaviors on all
the analyzed time scales.

The complementarity between MFDFA and MFDCCA has allowed a
more comprehensive characterization of the multifractal properties of
Forbush events under different geomagnetic distortion conditions. This
comprehensive approach strengthens the validity and reliability of our
conclusions, offering a more complete view of the complexity inherent
in the dynamics of solar geostorms.

2.4. Generalized Hurst Exponent (GHE) approach

The Generalized Hurst Exponent (GHE) approach [59–61] is a math-
ematical method employed for the characterization of long-range de-
pendence and fractal properties in time series data. This approach
extends the classical notion of the Hurst exponent to accommodate
multifractal and non-stationary signals. The GHE is particularly valu-
able when assessing the scale-invariant behavior of complex systems
exhibiting diverse patterns of self-similarity across various temporal
scales.

Mathematically, the GHE is defined as follows:

𝐻(𝑞) = lim
𝛥𝑡→0

1
𝑞
log

[

1
𝑁

𝑁
∑

𝑖=1

(

𝑋(𝑖 + 𝛥𝑡)
𝑋(𝑖)

)𝑞
]

(8)

Here, 𝐻(𝑞) represents the generalized Hurst exponent for a given
order 𝑞. 𝛥𝑡 denotes the time lag, 𝑁 is the total number of data points in
the time series, and 𝑋(𝑖) represents the value of the time series at time
point 𝑖. The exponent 𝑞 allows for the exploration of different scaling
behaviors within the data.

The calculation involves evaluating the average over all possible
increments in the time series at varying time lags. The logarithmic
term captures the scaling behavior, and the limit as 𝛥𝑡 approaches zero
ensures the convergence of the exponent. Notably, different values of
𝑞 provide insights into the multifractal nature of the time series; pos-
itive values reveal persistent behavior, while negative values indicate
anti-persistent behavior.

The GHE approach proves advantageous in scenarios where the
traditional Hurst exponent falls short, especially in capturing the intri-
cate dynamics of multifractal systems. By introducing the parameter 𝑞,
the GHE allows for a more nuanced analysis of the scaling properties,
enhancing ability to discern the underlying complexity in time series
exhibiting multifractal characteristics.

In the context of our study, the GHE serves as a powerful tool
to MFDFA, providing a more comprehensive understanding of the
fractal and chaotic nature of Forbush decrease events under various
geomagnetic distortion conditions.

3. Results and discussions

Below, the results of the time series analysis for the magnitude of
FD across different solar cycles using the MFDFA method are presented.
The first section presents the results for FD magnitudes across all
solar cycles, while the second section describes the outcomes of the
same magnitudes for the complete historical series of solar cycles, but
disaggregated by the range of 𝐾𝑝𝑚𝑎𝑥 index. This division is intended
to assess the existing multifractality for both more extreme (severe
geomagnetic conditions) and less extreme events (quiet conditions).
5

s

3.1. Forbush decrease study in different solar cycles

For the analysis of the magnitude series of FD events, we considered
a comprehensive dataset comprising 8216 events recorded from the
beginning of 1957 to the end of 2021, concerning seven solar cycles
including the actual in course cycle. To account for the regular and
seasonal behavior of solar activity, particularly in terms of sunspots,
we created subsets of data corresponding to each individual solar cycle.
In total, seven cycles were included in the analysis, starting from cycle
19 (which start in 1954) and continuing to the present solar cycle 25,
which is currently ongoing and has not yet reached its maximum.

Fig. 3 shows the behavior of the amplitude fluctuations (𝑦𝑖 − �̄�𝑖) of
FD intensity time series over several solar cycles. The non-continuous
red line represents the mean value of the amplitudes in the observed
time range in each of the solar cycles, on the X-axis corresponds to the
corresponding time stamp. Since the solar cycles do not have the same
duration, this time stamp may vary in each cycle.

Given the challenges in studying geomagnetic storms and solar-
related indices, we use statistical tools like Probability Density Func-
tions (PDFs) to understand these dynamic phenomena. Two important
statistical parameters we use are skewness and kurtosis. Kurtosis helps
us measure how irregular the data is and it shapes the PDFs. We
calculate kurtosis using ⟨𝑣4𝑠⟩∕⟨𝑣

2
𝑠⟩

2, and skewness as ⟨𝑣3𝑠⟩∕⟨𝑣2𝑠⟩3∕2, where
represents the increment scale and 𝑣𝑠(𝑥) = 𝑣(𝑥+ 𝑠) − 𝑣(𝑥), in this case

or the fluctuation function in detrended decomposition.
In Fig. 4, we show the kurtosis and skewness values for fluctuations

n our time series data, covering all solar cycles. We then calculated
he kurtosis parameter using the equations mentioned earlier, with 30
ifferent increment scales 𝑠 for the original time series. What we found
s that as we decrease the 𝑠 increments, the level of irregularity in the
ata increases across all time series. As 𝑠 gets closer to zero, the kurtosis
arameter shows a more or less linear growth pattern, reaching its
ighest values in the time series of cycles 20, 21, and 25. Furthermore,
e observe that all time series exhibit a similar pattern at larger scales,
ith constant kurtosis values for specific 𝑠 intervals, though there are

ome differences between cycles 20 and 25.
For the application of Multifractal Detrended Fluctuation Analysis

MFDFA) to the FD event magnitudes, we used a range of the 𝑞 pa-
ameter, which measures the intensity of fluctuations in the fluctuation
unction, such that −5 ≤ 𝑞 ≤ 5. We partitioned the observation windows
nto intervals ranging from 5 days to 12 years, roughly corresponding
o one solar cycle. The parameter 𝑛 (in Eq. (4)), determining the sizes
f the partition windows for the analyzed series, ranged from 5 to
en(data)/5. For the polynomial fits within each partition, we employed
ifth-order functions, i.e., polynomials of order 5.

The behavior of the fluctuation function can be observed graphically
n Fig. 5, representing the observation window size interval (scale) for
arious fluctuation order values of 𝑞.

As expected, for the magnitudes of FD events, larger window sizes
orrespond to larger fluctuations, while smaller time scales exhibit
maller variations. Across all parameter values of 𝑞, and for all cycles
s well as the full 65-year series, the fluctuation function demonstrates
ultifractal behavior at different observation scales, scaling as 𝑛𝐻 ,
here 𝐻 denotes the Hurst exponent. The Hurst exponent is not

onstant for all the studied series.
The slightly more erratic behavior observed in the 25th (current)

ycle can be attributed to the fact that this cycle is still ongoing and
as not yet reached its maximum. Consequently, the size of this series
s at most half the size of the previous cycles. Variations are noticeable
ot only in the complete 65-year FD series but also across all solar
ycles. Despite the distinct amplitudes of solar activity in each cycle,
here is no substantial evidence indicating significant differences in
he fluctuations among the considered series. A comprehensive cross-
orrelation study between the magnitude of FD events and solar activity
ould further corroborate this finding, but it is beyond the scope of this

tudy and could be pursued in future dedicated research.
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Fig. 3. Plots of local fluctuations amplitude for the FD magnitude considered in this study for several solar cycles. Due the solar cycles have different duration, not all have the
same time stamp. Evolution for the complete time series is shown in Fig. 1. The dashed lines represent the average in the time interval for each cycle. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Kurtosis and skewness parameter calculated in 30 increment scales to time-series for several solar cycles.
Fig. 5. Fluctuation function for several values of the order 𝑞. Fluctuation function exhibit multifractal behavior with scaling properties.
i
c
t

Based on the maximum observation window sizes considered and
he application of the MFDFA method to the analyzed series, it is
bserved that the scaling properties are most accurately established in
he interval 20 ≤ 𝑛 ≤ 3000. Consequently, the fitting is performed within
his interval to determine the Hurst exponent for all the series under
6

nvestigation. Furthermore, it is evident that the Hurst exponent is not
onstant, with the series exhibiting a monotonic decrease as the fluctua-
ion order 𝑞 increases. This behavior is clearly depicted in the left panel

of Fig. 6(a). The multifractal behavior becomes more pronounced for

higher and positive orders of the fluctuation function, specifically 𝑞 > 2,
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Fig. 6. Left panel (a) Generalized Hurst exponent 𝐻(𝑞) obtained from the MFDFA method for the series considered. Right panel (b) Correspondent spectral functions 𝑓 (𝛼) obtained
from the MFDFA method.
indicating that all the considered series are undoubtedly antipersistent.
This suggests that linear approaches may not be suitable for prediction
and forecasting purposes when dealing with these phenomena.

𝐻 values provide valuable insights into the correlation structure and
fractality of Forbush event magnitudes across different 𝑞 exponents and
over multiple solar cycles. For 𝑞 values less than 0 (𝑞 < 0), 𝐻 tends
to be greater than 0.5 in most cases, suggesting long-term dependence
in the data when considering lower magnitude FDs. This dependence
could be related to the chaotic nature of time series, where small
changes in Forbush events can influence future events. As 𝑞 increases
and approaches 0 and positive values (𝑞 > 0), 𝐻 values decrease,
approaching 0.5. This indicates weaker correlation relationships in the
data, implying greater randomness or reduced long-term dependence
when considering higher magnitude Forbush events.

Variability in 𝐻 values is observed among different solar cycles and
for different 𝑞 values. This variability may be linked to differences in
solar activity and the characteristics of Forbush events within each
cycle. Cycles with lower H values may exhibit weaker correlation
structures, thus implying less long-term dependence in the magnitudes
of Forbush events. In the series that combines all solar cycles, there is
a general trend towards 𝐻 values close to 0.5, especially for 𝑞 values
near 0. This suggests that, overall, the combined Forbush event series
tends to have a random walk structure or weak correlation in its data.
However, differences are still observed for 𝑞 values further from 0,
indicating patterns of long-term dependence based on event magnitude.

From Fig. 5, solar cycles 20, 21 and 24 tend to exhibit lower 𝐻
values compared to other cycles for most 𝑞 values. This suggests greater
long-term dependence in the magnitudes of Forbush events during
these specific solar periods, implying higher chaos or complexity in
the dynamics of these events during those particular solar periods. For
these cycles, with values of 𝐻 varying significantly for different values
of 𝑞 indicate multifractality. This means that the correlation structure
of the series changes as the scale changes, suggesting more complex and
less predictable behavior. In fact, for these cycles the magnitudes are
slightly smaller than for the other solar cycles as suggested in Fig. 1.

Conversely, solar cycles 19, 20 and 23 tend to show higher 𝐻
values for various 𝑞 values, implying reduced long-term dependence in
their Forbush event magnitudes. This could be interpreted as greater
stability or regularity in the patterns of Forbush events during these
specific solar cycles. Solar cycles 21 and 24 also shown more variability
in their 𝐻 values depending on the 𝑞 value. This suggests a more
complex dynamic where long-term dependence varies depending on the
magnitude of Forbush events and how 𝑞 is calculated. Precisely for this
reason, they tend to be less predictable and potentially more chaotic, as
the correlation structure changes considerably at different time scales.

The multifractal spectrum serves as a key indicator in the multi-
fractal analysis of time series data, providing a quantitative measure
of the level of multifractality exhibited by the series. Fig. 6(b) displays
the multifractal spectra derived from our analysis. In most instances,
the multifractal spectra 𝑓 (𝛼) exhibit stability and a parabolic shape.
We observe no consistent variations between the spectral functions
obtained from the combined series of all solar cycles and those derived
7

from each individual cycle. However, it is worth noting that, except for
the series corresponding to cycle 25, there is a rightward tail, contrary
to all other cycles and the complete series where the tail is on the left
side. This finding complements the observations regarding the 𝐻(𝑞)
spectra, where the multifractal spectra obtained from the series, in
general, exhibit a leftward bias (see Fig. 6(b)).

The asymmetry observed in the 𝑓 (𝛼) spectrum suggests the presence
of distinct regimes at different scales within the multifractal spectrum.
Left-sided asymmetry indicates strong multifractality at larger fluctu-
ations, while right-sided asymmetry indicates the existence of smaller
fluctuations at larger scales. Our analysis reveals that this phenomenon
is present in all solar cycles and the complete series, with the exception
of cycle 25, where limited data may be a contributing factor due to
the cycle still being in progress. This implies that long-term temporal
correlations are primarily influenced by fluctuations at large scales.
Consequently, our findings suggest that the presence of multifractality
in the data is predominantly driven by the underlying probability
distribution function of the values, with large-scale fluctuations playing
a significant role.

3.2. Forbush decrease and geomagnetic storm conditions

Regarding the evidence linking FD magnitudes to certain geomag-
netic activity indices [19,32], and as mentioned in the section describ-
ing the data used in this study, we conducted an additional analysis
on a partition of the series, focusing solely on events coinciding with
geomagnetic storm conditions as measured by the 𝐾𝑝𝑚𝑎𝑥 index. After
analyzing the distributions of FD magnitudes and 𝐾𝑝𝑚𝑎𝑥 indices (see
Fig. 8), we defined three non-overlapping intervals, resulting in three
separate series. Fig. 7 shows the three time series considered here.
It is important to note that these series comprise all historical data in
all solar cycles without making specific partitioning as in the previous
case.

The existence of a relationship between the FD magnitude and
𝐾𝑝 index is evident. Based on the data’s behavior, we modeled the
relationship between the magnitude of FD events and the maximum
𝐾𝑝 index as an exponential function. The model is represented by the
equation: FD magnitude = 𝑎𝑒𝑏(𝐾𝑝𝑚𝑎𝑥)1.7 , with 𝑎 = 0.44 ± 2.92 × 10−5 and
𝑏 = −0.1 ± 8.36 × 10−7.

In the context of three distinct geomagnetic conditions categorized
as 0 < 𝐾𝑝 < 3, 3 < 𝐾𝑝 < 6, and 6 < 𝐾𝑝 < 9, our analysis focused
on three separate time series pertaining to FD magnitudes. Notably,
the skewness and kurtosis parameters (See Fig. 9) exhibited intriguing
behaviors across these conditions. For the 0 < 𝐾𝑝 < 3 condition, we
observed that neither skewness nor kurtosis remained constant within
the time scale intervals; instead, they displayed erratic variations.
This unpredictability underscores the complex nature of geomagnetic
dynamics within this range. Conversely, the other two conditions (3 <
𝐾𝑝 < 6 and 6 < 𝐾𝑝 < 9) displayed a distinct and more monotonous
trend as we considered larger time scales. However, as the time scales
grew even larger, this previously discernible pattern dissolved, giving
way to a more erratic behavior. This observation highlights the intricate
interplay between geomagnetic conditions and the temporal dynamics

of FD magnitude series, revealing that the behavior of skewness and
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Fig. 7. Plots of local fluctuations amplitude for the FD magnitude considered in this study for all solar cycles but for different ranges of 𝐾𝑝 index.
Fig. 8. Dependence of the mean Forbush effect magnitude on the 𝐾𝑝-index maximum of an associated magnetic storm.
Fig. 9. Kurtosis and skewness parameter calculated in 30 increment scales to time-series for three different conditions in 𝐾𝑝 geomagnetic index.
Fig. 10. Fluctuation function for several values of the order 𝑞. Fluctuation function exhibit multifractal behavior with scaling properties for several conditions of geomagnetic
storm.
kurtosis is far from static and evolves in a nuanced manner, influenced
by the specific geomagnetic conditions.

In this work, the 0 < 𝐾𝑝 < 3 filtered data showed an increase of
the kurtosis parameter. In the present work, this result shows that the
intermittence and coherent structures are present in the large scales of
the time-series

The lengths of the three considered series are summarized in
Table 1, with the series for events having a maximum 𝐾𝑝 index between
3 and 6 being the longest. For the MFDFA analysis, we employed
observation windows ranging from 5 to len(data)/5, similar to the
previous case. The graphical representation of the MFDFA results can
be observed in Fig. 10. Consistent with the previous analysis, all series
exhibit multifractal behavior at different observation scales.
8

Similar to the previous case, the Hurst exponent in the magnitude
series of FD events does not remain constant and exhibits a monotonic
decrease for values greater than 𝑞. However, for magnitudes of FD
events corresponding to maximum 𝐾𝑝 index values between 3 and 6,
the series demonstrates a much stronger fractal nature. Specifically,
for values of 𝑞 > 0, the series exhibits significantly higher antipersis-
tence compared to the other two series. Generally, antipersistence is
most evident in this latter series, followed by the series corresponding
to maximum 𝐾𝑝 index ranges between 0 and 3 (representing quiet
geomagnetic conditions), and finally, the series associated with more
severe geomagnetic conditions displays a higher level of persistence
(refer to Fig. 11(a)).

Furthermore, the multifractal spectrum differs from that of the
complete FD series. Since the spectra are generally non-symmetric and
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Fig. 11. Left panel (a): Generalized Hurst exponent 𝐻(𝑞) obtained from the MFDFA method for the series considered for several conditions of geomagnetic storm. Right panel (b):
Correspondent spectral functions 𝑓 (𝛼) obtained from the MFDFA method for several conditions of geomagnetic storm.
skewed to the right, the geomagnetic conditions have an impact on the
fractality and variability at smaller scales. This distinction is evident
for both the full series and the series pertaining to quiet geomagnetic
storm conditions (see Fig. 11(b)).

In general, the width of the multifractal spectrum is larger for the
series that exclusively includes events with a 𝐾𝑝 index greater than
6 compared to other events with different geomagnetic conditions.
Specifically, it is 37% wider than any other event and 25% wider
than the full series of FD event magnitudes. This finding suggests that
geomagnetic storm conditions significantly influence the fractality and
variability of the series pertaining to the magnitudes of FD effects.

It is crucial to consider the size of a time series, i.e., the num-
ber of records, as it can have a substantial impact on multifractal
estimates [62–65]. Even shorter time series can produce misleading
outcomes in identifying multifractality. The influence of time series
size on multifractal variable estimates, often referred to as size effects,
has been recently explored, particularly in the context of MFDFA
analysis [63,66–68].

3.3. Results for GHE approach application

Inspired by the observation that the sampling properties of the
Hurst exponent estimation methods change with the presence of heavy
tails and that in conclusion as shown in J. Barunik and L. Kristoufek
(2010) [69] (also see J. Mielniczuk and P. Wojdyłło (2007) [70]), GHE
provides the lowest variance and bias compared to the other methods
regardless of the presence of heavy tails in the data, in the present
section the calculation of the Hurst exponent is performed again.

To complement the analysis in the previous section for the de-
termination of the Hurst exponent for the time series of intensity
and magnitude of Forbush events also depending on the geomagnetic
disturbance conditions and in differentiation of each solar cycle, in this
section the same analysis is done but using a different methodology. In
this case we consider complementing by calculating the Hurst exponent
through the generalized Hurst exponent approach.

Considering exactly the same series of events we find that the Hurst
exponents, although they keep the same shape and behavior, on the
basis of this technique the results show some variations. Fig. 12 shows
the comparison between the Hurst exponents using MFDFA and GHE,
respectively.

As can be seen, although both approaches have similar distributions
of Hurst exponents for different values of the 𝑞 parameter, when
considering the time series of all solar cycles (long signal > 8000
sample points) the Hurst exponents calculated by MFDFA appear to be
underestimated relative to the GHE approach. The opposite situation
occurs in cycle 19 and 25 (∼960 and ∼270 sample points, respectively,
due to the incompleteness of the cycle, this is a cycle still in process),
in which the Hurst exponent values by GHE are lower than those
calculated from MFDFA. For the other series (cycles 20 to 24) there
are also some differences, although less notable than in the previous
cases (see Fig. 13).

Regarding the time series involving the magnitudes of Forbush
Decrease events under different geomagnetic distortion conditions, the
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differences are more significant, especially under conditions of 0 ≤
𝐾𝑝𝑚𝑎𝑥 ≤ 3 (∼2000 sample points) and 6 ≤ 𝐾𝑝𝑚𝑎𝑥 ≤ 9 (∼1000
sample points). In all cases, however, the conditions of antipersistent
processes for 𝑞 ≥ 2 are maintained for the two different approaches to
calculating the Hurst exponent. The notable variations arise because
the GHE is more sensitive to short-range perturbations compared to
MFDFA [59,60].

3.4. More in correlation between FD magnitude and geomagnetic distortion
conditions

To illustrate the necessity of discussing the multifractal properties
at multiple scales, and to complement the results of the correlations
between FD magnitude and 𝐾𝑝 index in previous section, we provide
a MFDCCA result between these time series. It is observed the trend of
𝐻𝑎𝑏(𝑞) with 𝑞 at small scales and large scales respectively instead of the
whole scales. Fig. 14 (first panel on the left) shows the log–log plots of
log𝐹 (𝑛) versus log 𝑛 between FD magnitude and 𝐾𝑝 index from their
opening date to the total length of the series. The curves correspond
to 𝑞 between −5 (bottom) an 5 (up). For different 𝑞 from −5 to 5,
each curve is linear, suggesting that power-law cross-correlations exist
between the two variables. As a reason that the slopes of the log–log
fits to the family of 𝐹 (𝑛) curves determine the Hurst exponents 𝐻𝑎𝑏(𝑞).
Then the details of the fitting procedure are crucial to the final results.
The plots of 𝐹 (𝑛) often show substantial fluctuations, however, in the
study of solar dynamic events, this kind of situation is not to hard to
find out. Just as Fig. 14 shows, each curve approaches to a straight line.
As a consequence, the Hurst exponents are constant or very close when
the time scales 𝑠 vary in the whole range of scales.

Although we generally find multifractality due to a non-constant
value of 𝐻𝑎𝑏(𝑞) in the correlation of the considered series, the values
of 𝐻𝑎𝑏(𝑞) in Fig. 14 (central panel) are all close to zero. Therefore, we
can conclude that these are correlations for antipersistent processes,
and this antipersistence is maintained across virtually all scales 𝑛, but
not in an extreme way. This range indicates a moderate tendency
towards reversal of the direction of fluctuations, but without strong
antipersistence.

The symmetry of the 𝑓 (𝛼) curve refers to how the multifractal
partition function responds to changes in the direction of fluctuations
(positive or negative) in the correlations of the time series. In this case
in which the curve 𝑓 (𝛼) is perfectly symmetric around the central point
(𝛼 = 0), it indicates a completely symmetric distribution of fluctuations
in the correlations of the time series. This could imply that positive
and negative fluctuations have a balanced distribution. Given this more
complex symmetry that may indicate a combination of persistence and
antipersistence on different time scales, there may be specific regions
where positive or negative correlations predominate.

Finally, the empirical results obtained through MFDCCA method
infer the existence of multifractal cross-correlations on the bivariate
time series considered.
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Fig. 12. Comparison of the Hurst exponents for 𝑞 > 0 using the MFDFA and GHE method, respectively, for the time series of Forbush Decrease magnitudes in each solar cycle
considered and also in the time series of all complete solar cycles.
Fig. 13. Comparison of the Hurst exponents for 𝑞 > 0 using the MFDFA and GHE method, respectively, for the time series of Forbush Decrease magnitudes in different geomagnetic
distortion conditions.
Fig. 14. The log–log plots of 𝐹 (𝑛) versus 𝑛 between FD magnitude and 𝐾𝑝 index from their opening date to the total length of the series. The curves correspond to 𝑞 between −5
(bottom) an 5 (up).
4. Implications of time series analysis techniques in explaining
solar physics phenomena

The application of time series analysis techniques in the field of
solar physics has provided crucial insights into understanding the dy-
namic behavior of the Sun and its profound influence on space weather.
In this section, we delve into the implications of employing these
methodologies, with a focus on the urgent need for predicting extreme
solar events, comprehending space weather dynamics, and discerning
solar conditions that affect our climate and technology.

Recent studies, concerning to advancing in Solar Flare prediction,
such as the work by Leka et al. (See for example [71–74]), have
harnessed advanced time series analysis methods to enhance the pre-
diction of solar flares. Machine learning algorithms combined with time
series data have demonstrated promising results in forecasting solar
flare occurrence, addressing the critical requirement for space weather
forecasting and safeguarding technological assets.

Additionally, the implications of time series analysis extend to the
protection of critical infrastructure against solar-induced disruptions.
Some research underscores the importance of space weather forecasting
10
based on time series analysis to mitigate the potential impact on power
grids, satellite communications, and GPS systems. These advancements
are essential for ensuring the resilience of modern technology [75,
76]. Time series analysis techniques have played a pivotal role in
unraveling the intricate connections between solar activity and ter-
restrial phenomena. Recent investigations, as exemplified by several
authors [77,78], have employed wavelet analysis to explore the solar
influence on climate variability. These insights are critical for decipher-
ing solar-induced climatic changes and their implications for Earth’s
environment.

The precise prediction of solar cycles and their impact on climate is
of paramount importance. In debt to time series analysis, researchers,
have made significant strides in forecasting the amplitude and duration
of solar cycles. These forecasts are crucial for climate studies, as they
inform our understanding of long-term climate variability. Time series
analysis techniques have emerged as indispensable tools for unravel-
ing solar physics phenomena and addressing pressing challenges in
space weather prediction, critical infrastructure protection, and climate
studies.
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5. Concluding remarks

In conclusion, the study analyzed Forbush Decrease (FD) events in
different solar cycles and investigated their relationship with geomag-
netic storm conditions. The analysis included a total of 8216 FD events
from 1957 to 2021, spanning six solar cycles (Cycle 19 to Cycle 25).

The seasonal behavior of solar activity, as observed in sunspots, was
found to have a less pronounced effect on the magnitudes of FD events.
The fluctuation function analysis using the Multifractal Detrended Fluc-
tuation Analysis (MFDFA) method revealed multifractal behavior at
different observation scales for all solar cycles and the complete 65-year
series. The fluctuation function exhibited larger fluctuations for larger
window sizes and smaller variations for smaller time scales. The Hurst
exponent, which characterizes long-term temporal correlations, was
found to be decreasing as the fluctuation order increased, indicating
antipersistent behavior for higher-order fluctuations.

The multifractal spectra obtained from the analysis showed stability
and parabolic shape in most cases. However, Cycle 25 exhibited a
slightly different behavior, potentially due to the limited data available
since the cycle was still ongoing. The spectra displayed an asymmetry,
with a left-sided tail in all solar cycles except Cycle 25, suggest-
ing the presence of strong multifractality at larger fluctuations and
smaller fluctuations at larger scales. The analysis indicated that long-
range temporal correlations were mainly influenced by large-scale
fluctuations.

Furthermore, the study explored the correlation between FD magni-
tudes and geomagnetic storm conditions measured by the 𝐾𝑝𝑚𝑎𝑥 index.

partition of the data was created to focus on FD events occurring
uring geomagnetic storm conditions. The analysis revealed a rela-
ionship between FD magnitudes and the maximum 𝐾𝑝 index, which
as modeled as an exponential function. The series corresponding to
ifferent geomagnetic storm conditions exhibited multifractal behavior,
ith the series associated with more severe geomagnetic conditions
isplaying higher antipersistence.

The multifractal spectra for the series under different geomagnetic
torm conditions showed variations compared to the complete FD
eries. The spectra were generally non-symmetric and skewed to the
ight, indicating an influence of geomagnetic conditions on fractality
nd variability at small scales. The width of the multifractal spectrum
as largest for the series including events with a maximum 𝐾𝑝 index

greater than 6, indicating a strong influence of geomagnetic storm
conditions on the fractality and variability of FD magnitudes.

In summary, this study provided insights into the multifractal prop-
erties of FD events in different solar cycles and their association with
geomagnetic storm conditions. The findings highlighted the complex
nature of FD magnitudes and their dependence on solar and geomag-
netic activity, contributing to a better understanding of space weather
phenomena.

In a future work we intend to perform a more exhaustive study
adding some other indices for FD events, as well as, the analysis of the
event duration itself, i.e., using the data of cosmic ray counts measured
by neutron monitors at different lengths (adding the geomagnetic
rigidity cutoff effect) instead of analyzing the magnitude of the events
as such.
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